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Abst ract

Thi s docunent specifies Protocol |ndependent Milticast - Dense Mde
(PPMDVM. PIMDMis a nulticast routing protocol that uses the
under | ying unicast routing infornmation base to flood nulticast
datagrans to all nulticast routers. Prune nessages are used to
prevent future nessages from propagating to routers w thout group
menber shi p i nformati on.
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1. Introduction

This specification defines a nulticast routing algorithmfor

mul ticast groups that are densely distributed across a network. This
prot ocol does not have a topol ogy di scovery nechani smoften used by a
uni cast routing protocol. It enploys the sane packet formats sparse
node PIM (PIMSM uses. This protocol is called PIM- Dense Mbde.
The foundation of this design was largely built on Deering' s early
work on IP multicast routing [12].

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" are to
be interpreted as described in RFC 2119 [11] and indicate requirenent
| evel s for conpliant PI M DM inplenentations

2.1. Definitions

Mul ticast Routing Information Base (MRl B)
This is the multicast topology table, which is typically derived
fromthe unicast routing table, or fromrouting protocols such as
MBGP that carry nulticast-specific topology information. Pl MDM
uses the MRIB to nmake deci sions regarding RPF interfaces.

Tree Information Base (TIB)
This is the collection of state nmaintained by a PIMrouter and
created by receiving PI M nessages and | GW information fromloca
hosts. It essentially stores the state of all nulticast
distribution trees at that router

Reverse Path Forwardi ng (RPF)
RPF is a multicast forwarding node in which a data packet is
accepted for forwarding only if it is received on an interface used
to reach the source in unicast.

Upstream I nterface

Interface toward the source of the datagram Al so known as the RPF
I nterface.

Downstream I nterface
Al'l interfaces that are not the upstreaminterface, including the
router itself.

(S, Q@ Pair
Source S and destination group G associated with an | P packet.
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2.2. Pseudocode Notation
W use set notation in several places in this specification

A(+) B
is the union of tw sets, A and B

A(-) B
are the elenents of set Athat are not in set B

NULL
is the enpty set or |ist.

Not e that operations MJST be conducted in the order specified. This

is due to the fact that (-) is not a true difference operator

because B is not necessarily a subset of A That is, A(+) B (-) C=
A(-) C(+) Bis not a true statement unless Cis a subset of both A

and B.

In addition, we use Clike syntax:
= denot es assignnent of a variable.
== denotes a conparison for equality.
= denotes a conparison for inequality.
Braces { and } are used for grouping.
3. PIM DM Protocol Overview
This section provides an overview of PIMDM behavior. It is intended
as an introduction to how PIM DM works and is NOT definitive. For

the definitive specification, see Section 4, Protocol Specification

Pl M DM assunes that when a source starts sending, all downstream

systems want to receive nulticast datagrans. Initially, nulticast
datagrans are flooded to all areas of the network. PIM DM uses RPF
to prevent |ooping of nulticast datagranms while flooding. |f some

areas of the network do not have group menbers, PIMDMw || prune off
the forwarding branch by instantiating prune state.

Prune state has a finite lifetine. When that lifetine expires, data
wi |l again be forwarded down the previously pruned branch

Prune state is associated with an (S, G pair. Wen a new nenber for
a group G appears in a pruned area, a router can "graft" toward the
source S for the group, thereby turning the pruned branch back into a
forwardi ng branch.
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The broadcast of datagrans foll owed by pruning of unwanted branches
is often referred to as a flood and prune cycle and is typical of
dense node protocols.

To m nimze repeated fl oodi ng of datagrans and subsequent pruning
associated with a particular (S,G pair, PIMDMuses a state refresh
message. This nessage is sent by the router(s) directly connected to
the source and is propagated throughout the network. Wen received
by a router on its RPF interface, the state refresh nessage causes an
exi sting prune state to be refreshed.

Conpared with nulticast routing protocols with built-in topol ogy
di scovery nechanisns (e.g., DVMRP [13]), PIMDMhas a sinplified
design and is not hard-wired into a specific topol ogy discovery

protocol. However, this sinplification does incur nore overhead by
causi ng flooding and pruning to occur on sone |links that could be
avoided if sufficient topology information were available; i.e., to

deci de whether an interface | eads to any downstream nenbers of a
particul ar group. Additional overhead is chosen in favor of the
simplification and flexibility gai ned by not depending on a specific
t opol ogy di scovery protocol

PIMDMdiffers fromPIMSMin two essential ways: 1) There are no
periodic joins transmtted, only explicitly triggered prunes and
grafts. 2) There is no Rendezvous Point (RP). This is particularly
important in networks that cannot tolerate a single point of failure.
(An RP is the root of a shared nulticast distribution tree. For nore
details, see [4]).

4. Protocol Specification

The specification of PIMDMis broken into several parts

* Section 4.1 details the protocol state stored.

* Section 4.2 specifies the data packet forwarding rules.

* Section 4.3 specifies generation and processing of Hell o nessages.

* Section 4.4 specifies the Join, Prune, and Graft generation and
processing rul es.

* Section 4.5 specifies the State Refresh generation and forwarding
rul es.

* Section 4.6 specifies the Assert generation and processing rules.

4
* Section 4.7 gives details on Pl M DM Packet Fornats
* Section 4.8 sunmmuarizes PIMDMtiners and their defaults
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4.1. PIMProtocol State

This section specifies all the protocol states that a PIM DM

i mpl enent ati on should maintain to function correctly. W termthis
state the Tree Information Base or TIB, as it holds the state of all
the multicast distribution trees at this router. In this
specification, we define PIMDM nechanisns in terns of the TIB.
However, only a very sinple inplenentation would actually inpl enent
packet forwarding operations in terms of this state. Most

i npl ementations will use this state to build a multicast forwarding
tabl e, which would then be updated when the relevant state in the TIB
changes.

Unli ke PIMSM PIM DM does not naintain a keepalive timer associated
with each (S,G route. Wthin PIMDM route and state infornmation
associated with an (S, G entry MJST be maintained as | ong as any
timer associated with that (S, G entry is active. Wen no tiner
associated with an (S, G entry is active, all information concerning
that (S,G route nmay be discarded.

Al t hough we precisely specify the state to be kept, this does not
mean that an inplenentation of PIMDM has to hold the state in this
form This is actually an abstract state definition, which is needed
in order to specify the router’s behavior. A PIMDMinplenentation
is free to hold whatever internal state it requires and will still be
conformant with this specification as long as it results in the sane
external ly visible protocol behavior as an abstract router that holds
the follow ng state.

4.1.1. Ceneral Purpose State
A router stores the follow ng non-group-specific state:

For each interface:
Hel o Tiner (HT)
State Refresh Capable
LAN Del ay Enabl ed
Propagati on Del ay (PD)
Override Interval (Q)

Nei ghbor State:
For each nei ghbor:

I nformation from nei ghbor’s Hello
Nei ghbor’'s Gen I D.
Nei ghbor’s LAN Prune Del ay
Nei ghbor’s Override | nterval
Nei ghbor’s State Refresh Capability
Nei ghbor Liveness Tiner (NLT)
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4.1.2. (S, G State

For every source/group pair (S,G, a router stores the foll ow ng
state:

(S, G state:
For each interface:
Local Menbership:
State: One of {"Nolnfo", "Include"}

PIM (S, G Prune State:
State: One of {"Nolnfo" (N), "Pruned" (P), "PrunePending"
(PP)}
Prune Pendi ng Ti ner (PPT)
Prune Tiner (PT)

(S, G Assert Wnner State:
State: One of {"Nolnfo" (N), "I lost Assert” (L), "I won
Assert" (W}
Assert Timer (AT)
Assert wi nner’s | P Address
Assert wi nner’s Assert Metric

Upstream interface-specific:
G aft/Prune State:
State: One of {"Nolnfo" (N), "Pruned" (P), "Forwarding" (F),
"AckPendi ng" (AP) }
GaftRetry Tinmer (GRT)
Override Tinmer (QT)
Prune Linmt Tiner (PLT)

Oiginator State:
Source Active Tinmer (SAT)
State Refresh Tinmer (SRT)

4,1.3. State Sunmmmari zati on Macros

Using the state defined above, the follow ng "nmacros" are defined and
will be used in the descriptions of the state machi nes and pseudocode
in the follow ng sections.

The nost inportant nacros are those defining the outgoing interface
list (or "olist") for the relevant state.

i Mmediate_olist(S, G = pimnbrs (-) prunes(S, G (+)
(piminclude(*, G (-) pimexclude(S, G ) (+)
piminclude(S, G (-) lost_assert(S, QG (-)
boundary(Q
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olist(S, G =immediate olist(S, G (-) RPF_.interface(S)

The macros pi minclude(*, G and pim.include(S, G indicate the
interfaces to which traffic nmight or mght not be forwarded because
of hosts that are | ocal nmenbers on those interfaces.

piminclude(*, G = {all interfaces | such that:

| ocal receiver_include(*,Gl)}
piminclude(S, G = {all interfaces |I such that:

| ocal _receiver_include(S,Gl)}
pimexclude(S, G = {all interfaces |I such that:

| ocal receiver_exclude(S,Gl)}

The macro RPF_interface(S) returns the RPF interface for source S.
That is to say, it returns the interface used to reach S as indicated
by the MRl B.

The macro local _receiver_include(S,Gl) is true if the | GW nodul e or
other |ocal nenbership nmechanism ([1], [2], [3], [6]) has determ ned
that there are local nenbers on interface | that seek to receive
traffic sent specifically by Sto G

The macro | ocal _receiver_include(*,GIl) is true if the | GW nodul e or
other | ocal nenbership nmechani smhas determined that there are |ocal
nmenbers on interface | that seek to receive all traffic sent to G
Note that this determination is expected to account for nenbership
joins initiated on or by the router.

The macro | ocal _receiver_exclude(S, Gl) is true if
| ocal receiver_include(*,G1l) is true but none of the |ocal nenbers
seek to receive traffic fromsS.

The set pimnbrs is the set of all interfaces on which the router has
at |l east one active PIM neighbor.

The set prunes(S, G is the set of all interfaces on which the router
has received Prune(S, G nessages:

prunes(S,G = {all interfaces |I such that
DownstreanPState(S, G 1) is in Pruned state}
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The set |ost_assert(S, G is the set of all interfaces on which the
router has lost an (S, G Assert.

| ost _assert (S, G = {all interfaces | such that
| ost _assert (S, G 1) == TRUE}

boundary(QG = {all interfaces | with an adm nistratively scoped
boundary for group G

The foll owi ng pseudocode macro definitions are al so used in many
pl aces in the specification. Basically RPF is the RPF neighbor
toward a source unless a PIM DM Assert has overridden the nornal
choi ce of neighbor.

nei ghbor RPF (S, G {
if ( 1_AmAssert _loser(S, G RPF_interface(S) )) {
return AssertWnner (S, G RPF_interface(S) )

} else {
return MRIB. next _hop( S)
}
}
The macro | _Am Assert _loser(S, G I) is true if the Assert state
machine (in Section 4.6) for (S,G on interface |l is in the "I am

Assert Loser" state.
4.2. Data Packet Forwarding Rul es
The PI M DM packet forwarding rules are defined bel ow in pseudocode.

iif is the incomng interface of the packet. S is the source address
of the packet. G is the destination address of the packet (group
address). RPF_interface(S) is the interface the MRIB indicates woul d
be used to route packets to S.

First, an RPF check MJUST be perforned to deternine whether the packet
shoul d be accepted based on TIB state and the interface on which that
t he packet arrived. Packets that fail the RPF check MJST NOT be
forwarded, and the router will conduct an assert process for the

(S, @ pair specified in the packet. Packets for which a route to the
source cannot be found MJST be di scarded.

If the RPF check has been passed, an outgoing interface list is

constructed for the packet. |If this list is not enpty, then the
packet MUST be forwarded to all listed interfaces. |If the list is
enpty, then the router will conduct a prune process for the (S G

pair specified in the packet.

Adans, et al. Experi ment al [ Page 10]



RFC 3973 PI M - Dense Mde January 2005

Upon recei pt of a data packet from S addressed to G on interface iif:

if (iif == RPF_interface(S) AND UpstreanPState(S, G != Pruned) {
oiflist =olist(S, G

} else {
oi flist = NULL

}

forward packet on all interfaces in oiflist

Thi s pseudocode enploys the follow ng "macro" definition:

UpstreanPState(S, G is the state of the Upstrean(S, G state nachine
in Section 4.4.1.

4.3. Hello Messages

This section describes the generation and processing of Hello
nessages.

4.3.1. Sending Hell o Messages

PI M DM uses Hell o nessages to detect other PIMrouters. Hello
messages are sent periodically on each PIMenabled interface. Hello
messages are nulticast to the ALL-PI M ROUTERS group. Wen PIMis
enabl ed on an interface or when a router first starts, the Hello
Timer (HT) MJST be set to random val ue between 0 and

Triggered_Hell o_Delay. This prevents synchronization of Hello
messages if nultiple routers are powered on sinultaneously.

After the initial Hello nessage, a Hell o nessage MJUST be sent every
Hello_Period. A single Hello timer MAY be used to trigger sending
Hel | o messages on all active interfaces. The Hello Tinmer SHOULD NOT
be reset except when it expires.

4.3.2. Receiving Hell o Messages

When a Hell o nessage is received, the receiving router SHALL record
the receiving interface, the sender, and any information contained in
recogni zed options. This information is retained for a nunber of
seconds in the Hold Tine field of the Hello Message. If a new Hello
message is received froma particul ar neighbor N, the Nei ghbor

Li veness Tinmer (NLT(N, 1)) MJST be reset to the newy received Hello
Holdtime. |If a Hello nessage is received froma new nei ghbor, the
receiving router SHOULD send its own Hell o nessage after a random
del ay between O and Triggered_Hel | o_Del ay.
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4.3.3. Hello Message Hold Tine

The Hold Tine in the Hell o Message should be set to a value that can
reasonably be expected to keep the Hello active until a new Hello
message is received. On nost links, this will be 3.5 tinmes the val ue
of Hello_Period.

If the Hold Tinme is set to 'Oxffff’, the receiving router MJST NOT
time out that Hello message. This feature night be used for on-
demand links to avoid keeping the link up with periodic Hello
nessages.

If a Hold Time of '0" is received, the correspondi ng nei ghbor state
expires imedi ately. Wen a PIMrouter takes an interface down or
changes | P address, a Hello nessage with a zero Hold Time SHOULD be
sent imediately (with the old IP address if the I P address is
changed) to cause any PI M neighbors to renove the old information

i medi at el y.

4.3.4. Handling Router Failures

If a Hello nmessage is received froman active neighbor with a
different Generation ID (Genl D), the neighbor has restarted and may
not contain the correct (S,G state. A Hello nessage SHOULD be sent
after a random del ay between 0 and Triggered Hell o Delay (see 4.8)
bef ore any other nessages are sent. |f the neighbor is downstream
the router MAY replay the last State Refresh nessage for any (S, G
pairs for which it is the Assert Wnner indicating Prune and Assert
status to the downstreamrouter. These State Refresh nessages SHOULD
be sent out immediately after the Hello nessage. |f the neighbor is
t he upstream nei ghbor for an (S, G entry, the router MAY cancel its
Prune Linmit Timer to pernit sending a prune and reestablishing a
Pruned state in the upstreamrouter.

Upon startup, a router MAY use any State Refresh nessages received
within Hello Period of its first Hell o nessage on an interface to
establish state information. The State Refresh source will be the
RPF (S), and Prune status for all interfaces will be set according to
the Prune Indicator bit in the State Refresh nessage. |f the Prune
Indicator is set, the router SHOULD set the PruneLimtTinmer to
Prune_Hol dtinme and set the PruneTiner on all downstreaminterfaces to
the State Refresh’s Interval tinmes two. The router SHOULD then
propagate the State Refresh as described in Section 4.5.1.
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4.3.5. Reducing Prune Propagation Delay on LANs

If all routers on a LAN support the LAN Prune Delay option, then the
PIMrouters on that LAN will use the values received to adjust their
J/P_Override_Interval on that interface and the interface is LAN
Del ay Enabled. Briefly, to avoid synchronization of Prune Override
(Joi n) nessages when nultiple dowmstreamrouters share a nulti-access
Iink, sending of these nessages is delayed by a snall random anount
of time. The period of randomi zation is configurable and has a
default val ue of 3 seconds.

Each router on the LAN expresses its view of the anount of

randoni zati on necessary in the Override Interval field of the LAN
Prune Del ay option. Wen all routers on a LAN use the LAN Prune
Delay Option, all routers on the LAN MUST set their Override_lnterva
to the largest Override value on the LAN.

The LAN Delay inserted by a router in the LAN Prune Delay option
expresses the expected nessage propagati on delay on the |link and
SHOULD be configurable by the system adninistrator. Wen all routers
on a link use the LAN Prune Delay Option, all routers on the LAN MJST
set Propagation Delay to the largest LAN Delay on the LAN

PIMinplenenters should enforce a | ower bound on the pernmitted val ues
for this delay to allow for scheduling and processing delays within
their router. Such delays nay cause received nessages to be
processed later and triggered nessages to be sent later than

i ntended. Setting this LAN Prune Delay to too | ow a value may result
in tenporary forwardi ng outages, because a downstreamrouter will not
be able to override a neighbor’s prune nessage before the upstream
nei ghbor stops forwarding.

4.4. PIMDM Prune, Join, and G aft Messages

This section describes the generation and processing of PIMDM Join,
Prune, and Graft nessages. Prune nessages are sent toward the
upstream nei ghbor for Sto indicate that traffic fromS addressed to
group Gis not desired. In the case of downstreamrouters A and B
where A wishes to continue receiving data and B does not, Awll send
a Join in response to B's Prune to override the Prune. This is the
only situation in PIMDMin which a Join nessage is used. Finally, a
Graft nessage is used to re-join a previously pruned branch to the
delivery tree
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4.4.1. Upstream Prune, Join, and G aft Messages

The Upstrean(S, G state nachine for sending Prune, Gaft, and Join
messages is given below There are three states.

Forwardi ng (F)
This is the starting state of the Upstean(S, G state nachine.
The state machine is in this state if it just started or if
oiflist(S, G != NULL.

Pruned (P)

The set, olist(S, G, is enpty. The router will not forward data
fromS addressed to group G

AckPendi ng (AP)
The router was in the Pruned(P) state, but a transition has
occurred in the Downstrean(S, G state machine for one of this
(S, G entry's outgoing interfaces, indicating that traffic fromsS
addressed to G should again be forwarded. A Gaft nessage has
been sent to RPF' (S), but a Graft Ack nessage has not yet been
received.

In addition, there are three state-machine-specific tinmers:

GaftRetry Tinmer (GRT(S, Q)
This tinmer is set when a Graft is sent upstream |If a
corresponding G aft Ack is not received before the tiner expires,
then another Graft is sent, and the GaftRetry Timer is reset.
The tiner is stopped when a Graft Ack message is received. This
tinmer is normally set to Gaft_Retry Period (see 4.8).

Override Timer (OT(S, Q)
This timer is set when a Prune(S, G is received on the upstream
interface where olist(S, G != NULL. Wen the tinmer expires, a
Join(S, G nessage is sent on the upstreaminterface. This tiner
is nornally set to t_override (see 4.8).

Prune Linmt Timer (PLT(S, Q)
This timer is used to rate-limt Prunes on a LAN. It is only
used when the Upstream(S, G state machine is in the Pruned state.
A Prune cannot be sent if this timer is running. This tinmer is
normally set tot limt (see 4.8).

Adans, et al. Experi ment al [ Page 14]
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Rcv State Refresh
Wth (P==0) OR
S Directly Connect

PIM -

Dense Mode

e oo - -

olist == NULL |
------------------ >| Pruned

I
N,
o
_ |
ol i st == NULL| |
|
------------- + | |
B e + ]
AckPending | |
R +
------------- + olist !'= NULL

Figure 1: UpstreamlInterface State Machine

January 2005

In tabular form the state machine is defined as follows:

Dat a packet arrives on
RPF_I nterface(S) AND

olist(S,G == NULL AND
PLT(S, G not running
o e e e e e e e e e e e e e e e e e — -
| State Refresh(S, G received
| fromRPF (S) AND
| Prune Indicator ==
o e e e e e e e e e e e e e e e e e e e .= =
| State Refresh(S, G received
| fromRPF (S) AND
| Prune Indicator == 0 AND
| PLT(S, G not running
o e e e e e e e e e e e e e e e e m e .= =
Adans, et al.

| Forwarding | Pruned |

B S TR +
| ->P Send | ->P Send |

| Prune(S, G | Prune(S, G |

| Set PLT(S, G| Set PLT(S, Q|
LT e .
| ->F Set | ->P Reset |

| ors,g | PLT(S, G |
AU ST .
->F | ->P Send |
Prune(S, G |

|
| |
| | Set PLT(S, Q|
|

Experi ment al

-t
I
I
I
B
____________ +
I
____________ +
AckPendi ng |
............ +
N A |
I
I
I
____________ +
->AP  Set |
or(s, g |
I
____________ +
->F Cancel |
GRT(S, G |
I
I
____________ +
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| RPF (S) Changes AND

| olist(S, 0O

| RPF (S) Changes AND

| olist(S, G

| RPF (S)

The transition event

PIM -

Dense Mode January 2005
. +
| Previous State |
. I I +
| Forwarding | Pr uned | AckPending |
S S S +
| ->F Cancel | ->P | - >AP Cancel |
| or(s, g | | or(s, g |
I I I +
| ->F Set | ->P | - >AP Set |
| or(s, g | | or(s, g |
S S S +
| ->F Send | NVA | - >AP Send |
| Join(S, QG | | Join(S, QG |
I I I +
| ->P Send | NVA | ->P Send |
| Prune(S, G | | Prune(S, G |
| Set PLT(S, G| | Set PLT(S, G|
| | | Cancel |
| | | &RT(S, G |
I I I +
| NVA | ->AP Send | NA |
| | Gaft(S, G | |
| | Set GRT(S, G| |
B S B S B S +
| ->AP Send | ->AP Send |->AP Send |
| Gaft(S, QG | Gaft(S,Q | Gaft(S, G |
| Set GRT(S, G| Set CGRT(S, G| Set GRT(S, G|
Fomm e e e o - Fomm e e e o - Fomm e e e o - +
| ->P | ->P Cancel |->P Cancel |
| | PLT(SS G | GRI(S O |
. . . +
| ->F | ->P | ->F Cancel |
| | | GRT(S, G |
Fomm e e e o - Fomm e e e o - Fomm e e e o - +
| NA | NA | ->AP Send |
| | | Gaft(S, G |
| | | Set GRT(S, G|
I I I +
| ->F | ->P | ->F Cancel |
| | | &RT(S, G |
S S S +

"RevGraft Ack(S, G@" inplies receiving a Graft Ack

message targeted to this router’s address on the incoming interface

for the (S,G entry.

If the destination address is not correct, the

state transitions in this state nachi ne nust not occur.

Adans,

et al.

Experi ment al [ Page 16]
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4.4.1.1. Transitions fromthe Forwarding (F) State

When the Upstreanm(S, G state machine is in the Forwarding (F) state,
the following events may trigger a transition:

Dat a Packet arrives on RPF_Interface(S) AND olist(S,G == NULL AND
S NOT directly connected
The Upstrean(S, G state nachine MJUST transition to the Pruned (P)
state, send a Prune(S,G to RPF (S), and set PLT(S, G tot limt
seconds.

State Refresh(S, G Received from RPF (S)
The Upstrean(S, G state nachine remains in a Forwardi ng state.
If the received State Refresh has the Prune Indicator bit set to
one, this router nust override the upstreamrouter’s Prune state
after a short randominterval. |If OI(S,G is not running and the
Prune Indicator bit equals one, the router MIST set OT(S,G to
t _override seconds.

See Join(S, G to RPF (9
This event is only relevant if RPF_interface(S) is a shared
medi um This router sees another router on RPF_interface(S) send
a Join(S, G to RPF (S,G. If the OI(S,G is running, then it
neans that the router had scheduled a Join to override a
previously received Prune. Another router has responded nore
quickly with a Join, so the local router SHOULD cancel its
or(s, @, if it is running. The Upstream(S, G state machine
remains in the Forwarding (F) state.

See Prune(S, G AND S NOT directly connected
This event is only relevant if RPF_interface(S) is a shared
medi um This router sees another router on RPF_interface(S) send
a Prune(S,G. As this router is in Forwarding state, it nust
override the Prune after a short randominterval. |If OI(S G is
not running, the router MIST set OI(S,G to t_override seconds.
The Upstrean(S, G state nachine remains in Forwarding (F) state.

Or(S, G Expires AND S NOT directly connected
The OverrideTinmer (OI(S, Q) expires. The router MIST send a
Join(S, G to RPF (S) to override a previously detected prune.
The Upstrean(S, G state nmachine remains in the Forwarding (F)
state.

olist(S,G -> NULL AND S NOT directly connected
The Upstrean(S, G state nachine MJUST transition to the Pruned (P)
state, send a Prune(S,G to RPF (S), and set PLT(S, G tot limt

seconds.

Adans, et al. Experi ment al [ Page 17]
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RPF' (S) Changes AND olist(S,G is non-NULL AND S NOT directly
connect ed

Uni cast routing or Assert state causes RPF (S) to change,

i ncluding changes to RPF_Interface(S). The Upstrean(S, G state
machi ne MJUST transition to the AckPending (AP) state, unicast a
Graft to the new RPF' (S), and set the GraftRetry Tiner (GRT(S, Q)
to Gaft_Retry_ Peri od.

RPF' (S) Changes AND olist(S, G is NULL

Uni cast routing or Assert state causes RPF (S) to change,
i ncluding changes to RPF_Interface(S). The Upstrean(S, G state
machi ne MJUST transition to the Pruned (P) state.

4.4.1.2. Transitions fromthe Pruned (P) State

When the Upstrean(S, G state machine is in the Pruned (P) state, the
followi ng events may trigger a transition:

Data arrives on RPF_interface(S) AND PLT(S, G not running AND S NOT
directly connected

Ei ther another router on the LAN desires traffic from S addressed
to Gor a previous Prune was lost. To prevent generating a
Prune(S, G in response to every data packet, the PruneLimt Timer
(PLT(S,G) is used. Once the PLT(S, G expires, the router needs
to send another prune in response to a data packet not received
directly fromthe source. A Prune(S, G MIST be sent to RPF (S),
and the PLT(S,G MJIST be set to t_limt.

State Refresh(S, G Received from RPF (S)

The Upstrean(S, G state nachine remains in a Pruned state. |If
the State Refresh has its Prune Indicator bit set to zero and

PLT(S, G is not running, a Prune(S, G MJST be sent to RPF (S),
and the PLT(S,G MIST be set tot_limt. |If the State Refresh
has its Prune Indicator bit set to one, the router MJST reset

PLT(S,G to t_limt.

See Prune(S, G to RPF (S)

(o]

Adans,

A Prune(S, G is seen on RPF_interface(S) to RPF (S). The
Upstream(S, G state machine stays in the Pruned (P) state. The
router MAY reset its PLT(S, G to the value in the Holdtinme field
of the received nmessage if it is greater than the current val ue
of the PLT(S, Q.

ist(S,G->non-NULL AND S NOT directly connected

The set of inte