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Abst ract

Thi s docunent describes a protocol for Network Address Transl ator
(NAT) traversal for UDP-based nultinmedi a sessions established with
the of fer/answer nodel. This protocol is called Interactive
Connectivity Establishnent (ICE). |CE nakes use of the Session
Traversal Utilities for NAT (STUN) protocol and its extension,
Traversal Using Relay NAT (TURN). |CE can be used by any protocol
utilizing the offer/answer nodel, such as the Session Initiation
Protocol (SIP).

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc5245.
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I ntroduction

RFC 3264 [ RFC3264] defines a two-phase exchange of Session
Description Protocol (SDP) messages [ RFC4566] for the purposes of

est abl i shnent of nultinedia sessions. This offer/answer mechanismis
used by protocols such as the Session Initiation Protocol (SIP)

[ RFC3261] .

Protocols using offer/answer are difficult to operate through Network
Address Translators (NATs). Because their purpose is to establish a
flow of nedia packets, they tend to carry the | P addresses and ports
of media sources and sinks within their nessages, which is known to
be problematic through NAT [ RFC3235]. The protocols al so seek to
create a nedia flow directly between participants, so that there is
no application layer intermediary between them This is done to
reduce nedia | atency, decrease packet |oss, and reduce the
operational costs of deploying the application. However, this is
difficult to acconplish through NAT. A full treatnment of the reasons
for this is beyond the scope of this specification

Nurmer ous sol uti ons have been defined for allow ng these protocols to
operate through NAT. These include Application Layer Gateways
(ALGs), the M ddl ebox Control Protocol [RFC3303], the original Sinple
Traversal of UDP Through NAT (STUN) [ RFC3489] specification, and
Real m Specific | P [ RFC3102] [ RFC3103] along with session description
extensi ons needed to make them work, such as the Session Description
Protocol (SDP) [RFCA566] attribute for the Real Time Control Protocol
(RTCP) [ RFC3605]. Unfortunately, these techniques all have pros and
cons whi ch, nmake each one optinmal in sonme network topol ogies, but a
poor choice in others. The result is that admnistrators and
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i mpl enent ors are naki ng assunptions about the topol ogies of the
networks in which their solutions will be deployed. This introduces
complexity and brittleness into the system \What is needed is a
single solution that is flexible enough to work well in all
situations.

This specification defines Interactive Connectivity Establishnent

(I CE) as a technique for NAT traversal for UDP-based nedia streans
(though I CE can be extended to handle other transport protocols, such
as TCP [ICE-TCP]) established by the offer/answer nodel. ICE is an
extension to the offer/answer nodel, and works by including a
multiplicity of I P addresses and ports in SDP offers and answers,
which are then tested for connectivity by peer-to-peer connectivity
checks. The | P addresses and ports included in the SDP and the
connectivity checks are perforned using the revised STUN

speci fication [ RFC5389], now renaned to Session Traversal Utilities
for NAT. The new nanme and new specification reflect its newrole as
a tool that is used with other NAT traversal techniques (nanely |CE)
rat her than a standal one NAT traversal solution, as the original STUN
specification was. |CE also nmakes use of Traversal Using Rel ays
around NAT (TURN) [RFC5766], an extension to STUN. Because |CE
exchanges a nultiplicity of I P addresses and ports for each nedia
stream it also allows for address selection for multihoned and dual -
stack hosts, and for this reason it deprecates RFC 4091 [ RFC4091] and
[ RFC4092] .

2. Overview of |CE

In a typical |ICE deploynent, we have two endpoints (known as AGENTS
in RFC 3264 termi nol ogy) that want to comunicate. They are able to
communi cate indirectly via some signaling protocol (such as SIP), by
whi ch they can performan offer/answer exchange of SDP [ RFC3264]
messages. Note that ICE is not intended for NAT traversal for SIP
which is assuned to be provided via another nechani sm[RFC5626]. At
t he begi nning of the ICE process, the agents are ignorant of their
own topologies. In particular, they mght or nmight not be behind a
NAT (or nultiple tiers of NATs). |ICE allows the agents to discover
enough i nformati on about their topologies to potentially find one or
nore paths by which they can conmuni cate.

Figure 1 shows a typical environnment for |CE deploynment. The two
endpoints are labelled L and R (for left and right, which hel ps
visualize call flows). Both L and R are behind their own respective
NATs though they nmay not be aware of it. The type of NAT and its
properties are also unknown. Agents L and R are capabl e of engagi ng
in an of fer/answer exchange by which they can exchange SDP nessages,
whose purpose is to set up a nedia session between L and R
Typically, this exchange will occur through a SIP server
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In addition to the agents, a SIP server and NATs, ICE is typically
used in concert with STUN or TURN servers in the network. Each agent
can have its own STUN or TURN server, or they can be the sane

Fomm - +
| SIP |
Fommm - + | Srvr | Fommm - +
| STUN | | | | STUN |
| Srvr | o + | Srvr |
I I / \ I I
Fommm e + / \ Fommm e +
/ \
/ \
/ \
/ \
/| <- Signaling -> \
/ \
/ \

oo + oo +

|  NAT | | NAT

oo + oo +

/ \

/ \

/ \
Feme - + Feme - +
| Agent | | Agent |
| L | R
I I I I
Fomm - + Fomm - +

Fi gure 1: | CE Depl oynent Scenario

The basic idea behind ICE is as follows: each agent has a variety of
candi dat e TRANSPORT ADDRESSES (conbi nati on of | P address and port for
a particular transport protocol, which is always UDP in this

specification)) it could use to communicate with the ot her agent.
These mi ght include:

0 A transport address on a directly attached network interface

o0 Atranslated transport address on the public side of a NAT (a
"server reflexive" address)

0 A transport address allocated froma TURN server (a "rel ayed
address").

Potentially, any of L's candidate transport addresses can be used to
conmmuni cate with any of R s candidate transport addresses. In
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practice, however, nmany conbinations will not work. For instance, if
L and R are both behind NATs, their directly attached interface
addresses are unlikely to be able to conmunicate directly (this is
why I CE is needed, after all!). The purpose of ICE is to discover
whi ch pairs of addresses will work. The way that |ICE does this is to
systematically try all possible pairs (in a carefully sorted order)
until it finds one or nore that work.

2.1. Gathering Candi date Addresses

In order to execute ICE, an agent has to identify all of its address
candi dates. A CANDIDATE is a transport address -- a conbination of

| P address and port for a particular transport protocol (with only
UDP specified here). This document defines three types of
candi dat es, sone derived from physical or |ogical network interfaces,
others di scoverable via STUN and TURN. Naturally, one viable
candidate is a transport address obtained directly froma | oca
interface. Such a candidate is called a HOST CANDI DATE. The | oca
interface could be ethernet or WFi, or it could be one that is
obt ai ned through a tunnel nechanism such as a Virtual Private
Network (VPN) or Mbile IP (MP). 1In all cases, such a network
interface appears to the agent as a local interface fromwhich ports
(and t hus candi dates) can be all ocated.

If an agent is nmultihoned, it obtains a candidate fromeach IP
address. Depending on the location of the PEER (the other agent in
the session) on the IP network relative to the agent, the agent may
be reachabl e by the peer through one or nore of those |IP addresses.
Consi der, for exanple, an agent that has a |local |IP address on a
private net 10 network (11), and a second connected to the public
Internet (12). A candidate froml1l will be directly reachabl e when
communi cating with a peer on the sane private net 10 network, while a
candidate froml12 will be directly reachable when comunicating with
a peer on the public Internet. Rather than trying to guess which IP
address will work prior to sending an offer, the offering agent

i ncludes both candidates in its offer.

Next, the agent uses STUN or TURN to obtain additional candi dates.
These conme in two flavors: transl ated addresses on the public side of
a NAT (SERVER REFLEXI VE CANDI DATES) and addresses on TURN servers
(RELAYED CANDI DATES). When TURN servers are utilized, both types of
candi dates are obtained fromthe TURN server. |f only STUN servers
are utilized, only server reflexive candi dates are obtai ned from
them The relationship of these candidates to the host candidate is
shown in Figure 2. In this figure, both types of candidates are

di scovered using TURN. In the figure, the notation X x neans |IP
address X and UDP port x.
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To I nternet

[ammm e Rel ayed
Yiy |/ Addr ess
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I I
| TURN |
| Server
| |
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I
I
| [------mmmm-- Server
X1 :x1' |/ Ref | exi ve
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| NAT |
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I
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oo +
I I
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I I
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Fi gure 2: Candi date Rel ati onshi ps

When the agent sends the TURN Al |l ocate request from | P address and
port X:x, the NAT (assunming there is one) will create a binding
X1':x1", mapping this server reflexive candidate to the host

candi date X x. Qutgoing packets sent fromthe host candidate will be
translated by the NAT to the server reflexive candidate. Incom ng
packets sent to the server reflexive candidate will be translated by
the NAT to the host candidate and forwarded to the agent. W cal

the host candi date associated with a given server reflexive candidate
t he BASE.

Note: "Base" refers to the address an agent sends fromfor a
particul ar candidate. Thus, as a degenerate case host candi dates
al so have a base, but it's the same as the host candi date.

When there are multiple NATs between the agent and the TURN server

the TURN request will create a binding on each NAT, but only the
out ernmost server reflexive candidate (the one nearest the TURN
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server) will be discovered by the agent. |f the agent is not behind
a NAT, then the base candidate will be the sane as the server

refl exi ve candi date and the server reflexive candidate is redundant
and w Il be elim nated.

The Allocate request then arrives at the TURN server. The TURN
server allocates a port y fromits local |IP address Y, and generates
an Allocate response, informng the agent of this relayed candi date.
The TURN server also infornms the agent of the server reflexive

candi date, X1':x1' by copying the source transport address of the

Al'l ocate request into the Allocate response. The TURN server acts as
a packet relay, forwarding traffic between L and R |In order to send
traffic to L, Rsends traffic to the TURN server at Y:y, and the TURN
server forwards that to X1':x1', which passes through the NAT where
it is mapped to X x and delivered to L.

When only STUN servers are utilized, the agent sends a STUN Bi ndi ng
request [RFC5389] to its STUN server. The STUN server will inform
the agent of the server reflexive candidate X1':x1' by copying the
source transport address of the Binding request into the Binding
response.

2.2. Connectivity Checks

Once L has gathered all of its candidates, it orders themin highest
to lowest priority and sends themto R over the signaling channel
The candidates are carried in attributes in the SDP offer. Wen R
receives the offer, it perfornms the sane gathering process and
responds with its own list of candidates. At the end of this
process, each agent has a conplete list of both its candi dates and
its peer’'s candidates. It pairs themup, resulting in CANDI DATE
PAIRS. To see which pairs work, each agent schedules a series of
CHECKS. Each check is a STUN request/response transaction that the
client will performon a particular candidate pair by sending a STUN
request fromthe local candidate to the renpte candi date.

The basic principle of the connectivity checks is sinple:
1. Sort the candidate pairs in priority order
2.  Send checks on each candidate pair in priority order

3.  Acknow edge checks received fromthe other agent.
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Wth both agents performng a check on a candidate pair, the result
is a 4-way handshake:

L R

STUN r equest -> \' L's
<- STUN response [/ check

<- STUN request \ R's
STUN r esponse -> ! check

Fi gure 3: Basic Connectivity Check

It is inmportant to note that the STUN requests are sent to and from
the exact same | P addresses and ports that will be used for nedia
(e.g., RTP and RTCP). Consequently, agents denultiplex STUN and RTP/
RTCP using contents of the packets, rather than the port on which
they are received. Fortunately, this denultiplexing is easy to do,
especially for RTP and RTCP

Because a STUN Binding request is used for the connectivity check,

the STUN Bi ndi ng response will contain the agent’s transl ated
transport address on the public side of any NATs between the agent
and its peer. |If this transport address is different from other

candi dates the agent already learned, it represents a new candi date,
call ed a PEER REFLEXI VE CANDI DATE, which then gets tested by |ICE just
the sane as any ot her candi date.

As an optim zation, as soon as R gets L's check nessage, R schedul es
a connectivity check nessage to be sent to L on the sane candi date
pair. This accelerates the process of finding a valid candi date, and
is called a TRI GGERED CHECK

At the end of this handshake, both L and R know that they can send
(and receive) nessages end-to-end in both directions.

2.3. Sorting Candi dates

Because the al gorithm above searches all candidate pairs, if a
working pair exists it will eventually find it no matter what order
the candidates are tried in. 1In order to produce faster (and better)
results, the candidates are sorted in a specified order. The
resulting list of sorted candidate pairs is called the CHECK LI ST.
The algorithmis described in Section 4.1.2 but follows two genera
principl es:

o Each agent gives its candidates a nuneric priority, which is sent
along with the candidate to the peer
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o0 The local and renote priorities are conbined so that each agent
has the same ordering for the candi date pairs.

The second property is inportant for getting ICE to work when there
are NATs in front of L and R Frequently, NATs will not all ow
packets in froma host until the agent behind the NAT has sent a
packet towards that host. Consequently, |ICE checks in each direction
will not succeed until both sides have sent a check through their
respecti ve NATs.

The agent works through this check Iist by sending a STUN request for
the next candidate pair on the list periodically. These are called
ORDI NARY CHECKS

In general, the priority algorithmis designed so that candi dates of
simlar type get simlar priorities and so that nore direct routes
(that is, through fewer nedia relays and through fewer NATs) are
preferred over indirect ones (ones with nore nedia relays and nore
NATs). Wthin those guidelines, however, agents have a fair anmount
of discretion about how to tune their algorithns.

2. 4. Frozen Candi dat es

The previous description only addresses the case where the agents
wish to establish a nedia session with one COVWONENT (a piece of a
medi a streamrequiring a single transport address; a nedia stream nmay
requi re nmultiple conponents, each of which has to work for the nedia
streamas a whole to be work). Typically (e.g., with RTP and RTCP)
the agents actually need to establish connectivity for nore than one
flow.

The network properties are likely to be very simlar for each
component (especially because RTP and RTCP are sent and received from

the sane I P address). It is usually possible to |everage information
from one nedi a conponent in order to determ ne the best candi dates
for another. |CE does this with a nechanismcalled "frozen

candi dat es".

Each candidate is associated with a property called its FOUNDATI ON
Two candi dates have the sane foundation when they are "simlar" -- of
the sane type and obtained fromthe same host candi date and STUN
server using the sane protocol. Oherwise, their foundation is
different. A candidate pair has a foundation too, which is just the
concatenation of the foundations of its two candidates. Initially,
only the candidate pairs with unique foundations are tested. The
other candidate pairs are marked "frozen". Wen the connectivity
checks for a candidate pair succeed, the other candidate pairs with
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the sane foundation are unfrozen. This avoids repeated checking of
conmponents that are superficially nore attractive but in fact are
likely to fail.

Whil e we’ ve described "frozen" here as a separate nechanism for
expository purposes, in fact it is an integral part of |ICE and the
ICE prioritization algorithmautomatically ensures that the right
candi dates are unfrozen and checked in the right order

2.5. Security for Checks

Because ICE is used to discover which addresses can be used to send
medi a between two agents, it is inportant to ensure that the process
cannot be hijacked to send nedia to the wong location. Each STUN
connectivity check is covered by a nessage authentication code (MAC
conmput ed usi ng a key exchanged in the signaling channel. This MAC
provi des nmessage integrity and data origin authentication, thus
stoppi ng an attacker fromforging or nodifying connectivity check
messages. Furthernore, if the SIP [RFC3261] caller is using |ICE, and
their call forks, the I CE exchanges happen independently with each

forked recipient. In such a case, the keys exchanged in the
signaling hel p associate each | CE exchange with each forked
recipi ent.

2.6. Concluding I CE

| CE checks are performed in a specific sequence, so that high-
priority candidate pairs are checked first, followed by | ower-
priority ones. One way to conclude ICE is to declare victory as soon
as a check for each conponent of each nedia stream conpl etes
successfully. 1Indeed, this is a reasonable algorithm and details
for it are provided below. However, it is possible that a packet
loss will cause a higher-priority check to take |longer to conplete.
In that case, allowing ICEto run a little |longer night produce
better results. Mre fundanentally, however, the prioritization
defined by this specification nay not yield "optimal" results. As an
exanple, if the aimis to select |Iowlatency nedia paths, usage of a
relay is a hint that |atencies nmay be higher, but it is nothing nore
than a hint. An actual round-trip tine (RTT) measurenent could be
made, and it mght denponstrate that a pair with lower priority is
actually better than one with higher priority.

Consequently, | CE assigns one of the agents in the role of the
CONTRCLLI NG ACENT, and the other of the CONTROLLED AGENT. The
controlling agent gets to noni nate which candidate pairs will get
used for media anongst the ones that are valid. 1t can do this in
one of two ways -- using REGULAR NOM NATI ON or AGGRESSI VE NOM NATI ON.
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Wth regular nomnation, the controlling agent |lets the checks
continue until at |east one valid candidate pair for each nedia
streamis found. Then, it picks anongst those that are valid, and
sends a second STUN request on its NOM NATED candi date pair, but this
time with a flag set to tell the peer that this pair has been

nom nated for use. This is shown in Figure 4.

L R
STUN request -> \' LU's
<- STUN response / check

<- STUN request \ R's
STUN r esponse -> | check

STUN request + flag -> \' LU's
<- STUN response / check

Fi gure 4: Regul ar Nomination

Once the STUN transaction with the flag conpl etes, both sides cance
any future checks for that nedia stream |ICE will now send nedi a
using this pair. The pair an ICE agent is using for nedia is called
t he SELECTED PAI R

I n aggressive nonination, the controlling agent puts the flag in
every STUN request it sends. This way, once the first check
succeeds, | CE processing is conplete for that nedia stream and the
controlling agent doesn’t have to send a second STUN request. The
selected pair will be the highest-priority valid pair whose check
succeeded. Aggressive nonination is faster than regul ar nom nation
but gives less flexibility. Aggressive nomnation is shown in

Fi gure 5.

L R

—

STUN request + flag -> L's
<- STUN response [/ check

<- STUN request \ R's
STUN r esponse -> !/ check

Fi gure 5: Aggressive Nom nation
Once all of the nedia streanms are conpleted, the controlling endpoint
sends an updated offer if the candidates in the mand c lines for the

medi a stream (call ed the DEFAULT CANDI DATES) don’'t match ICE s
SELECTED CANDI DATES.
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2.

7.

Once ICE is concluded, it can be restarted at any tine for one or al
of the nedia streans by either agent. This is done by sending an
updated offer indicating a restart.

Lite I nplenentations

In order for ICE to be used in a call, both agents need to support

it. However, certain agents will always be connected to the public
Internet and have a public | P address at which it can receive packets
fromany correspondent. To make it easier for these devices to
support ICE, |ICE defines a special type of inplenentation called LITE
(in contrast to the nornmal FULL inplenentation). Alite

i mpl enent ati on doesn’t gather candidates; it includes only host

candi dates for any nedia stream Lite agents do not generate
connectivity checks or run the state machi nes, though they need to be
able to respond to connectivity checks. Wen a lite inplenentation
connects with a full inplenmentation, the full agent takes the role of
the controlling agent, and the lite agent takes on the controlled
role. Wen two lite inplenentations connect, no checks are sent.

For gui dance on when a lite inplenmentation is appropriate, see the
di scussion in Appendix A

It is inmportant to note that the lite inplenentation was added to
this specification to provide a stepping stone to ful

i mpl ementation. Even for devices that are always connected to the
public Internet, a full inplementation is preferable if achievable.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Readers should be familiar with the term nol ogy defined in the offer/
answer nodel [RFC3264], STUN [ RFC5389], and NAT Behavi ora
requirenents for UDP [ RFC4787].

This specification nakes use of the follow ng additional term nology:
Agent: As defined in RFC 3264, an agent is the protoco

i mpl enentation involved in the offer/answer exchange. There are
two agents involved in an of fer/answer exchange.
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Peer: Fromthe perspective of one of the agents in a session, its
peer is the other agent. Specifically, fromthe perspective of
the offerer, the peer is the answerer. Fromthe perspective of
the answerer, the peer is the offerer.

Transport Address: The conbination of an I P address and transport
protocol (such as UDP or TCP) port.

Candi date: A transport address that is a potential point of contact

for receipt of nmedia. Candidates also have properties -- their
type (server reflexive, relayed or host), priority, foundation
and base.

Component: A conponent is a piece of a nedia streamrequiring a
single transport address; a nedia streammay require multiple
components, each of which has to work for the nedia streamas a
whole to work. For nedia streans based on RTP, there are two
conponents per nedia stream-- one for RTP, and one for RTCP

Host Candi date: A candidate obtained by binding to a specific port
froman | P address on the host. This includes |IP addresses on
physical interfaces and | ogical ones, such as ones obtained
through Virtual Private Networks (VPNs) and Real m Specific IP
(RSI P) [ RFC3102] (which lives at the operating systemlevel).

Server Refl exive Candidate: A candidate whose | P address and port
are a binding allocated by a NAT for an agent when it sent a
packet through the NAT to a server. Server reflexive candi dates
can be | earned by STUN servers using the Binding request, or TURN
servers, which provides both a relayed and server reflexive
candi dat e.

Peer Refl exive Candidate: A candi date whose | P address and port are
a binding allocated by a NAT for an agent when it sent a STUN
Bi ndi ng request through the NAT to its peer

Rel ayed Candi date: A candi date obtai ned by sending a TURN Al |l ocate
request froma host candidate to a TURN server. The relayed
candidate is resident on the TURN server, and the TURN server
rel ays packets back towards the agent.

Base: The base of a server reflexive candidate is the host candi date
fromwhich it was derived. A host candidate is also said to have
a base, equal to that candidate itself. Similarly, the base of a
rel ayed candidate is that candidate itself.
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Foundation: An arbitrary string that is the sane for two candi dates
that have the sane type, base | P address, protocol (UDP, TCP
etc.), and STUN or TURN server. |If any of these are different,
then the foundation will be different. Two candidate pairs with
the sane foundation pairs are likely to have simlar network
characteristics. Foundations are used in the frozen al gorithm

Local Candidate: A candidate that an agent has obtai ned and i ncl uded
in an offer or answer it sent.

Renot e Candi date: A candidate that an agent received in an offer or
answer fromits peer.

Default Destination/Candidate: The default destination for a
component of a nmedia streamis the transport address that would be
used by an agent that is not |ICE aware. For the RTP conponent,
the default 1P address is in the ¢ Iine of the SDP, and the port
isinthe mline. For the RTCP conponent, it is in the rtcp
attribute when present, and when not present, the |P address is in
the c line and 1 plus the port is in the mline. A default
candi date for a conmponent is one whose transport address matches
the default destination for that conponent.

Candidate Pair: A pairing containing a |local candidate and a renote
candi dat e.

Check, Connectivity Check, STUN Check: A STUN Binding request
transaction for the purposes of verifying connectivity. A check
is sent fromthe |local candidate to the renmpte candi date of a
candi date pair.

Check List: An ordered set of candidate pairs that an agent will use
to generate checks.

Ordi nary Check: A connectivity check generated by an agent as a
consequence of a tiner that fires periodically, instructing it to
send a check.

Triggered Check: A connectivity check generated as a consequence of
the receipt of a connectivity check fromthe peer.

Valid List: An ordered set of candidate pairs for a nedia stream
that have been validated by a successful STUN transaction

Full: An ICE inplenentation that perforns the conplete set of
functionality defined by this specification
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Lite: An ICE inplementation that onits certain functions
i mpl ementing only as nuch as is necessary for a peer
i mpl ementation that is full to gain the benefits of ICE. Lite
i npl enment ati ons do not maintain any of the state nachi nes and do
not generate connectivity checks.

Controlling Agent: The ICE agent that is responsible for selecting
the final choice of candidate pairs and signaling themthrough
STUN and an updated offer, if needed. |In any session, one agent
is always controlling. The other is the controlled agent.

Controlled Agent: An ICE agent that waits for the controlling agent
to select the final choice of candidate pairs.

Regul ar Nomi nation: The process of picking a valid candidate pair
for media traffic by validating the pair with one STUN request,
and then picking it by sending a second STUN request with a fl ag
indicating its nom nation

Aggressive Nomi nation: The process of picking a valid candidate pair
for media traffic by including a flag in every STUN request, such
that the first one to produce a valid candidate pair is used for

medi a.

Nomi nated: |If a valid candidate pair has its nom nated flag set, it
nmeans that it may be selected by I CE for sending and receiving
nmedi a.

Sel ected Pair, Selected Candidate: The candidate pair selected by
I CE for sending and receiving nedia is called the selected pair,
and each of its candidates is called the sel ected candidate.

4. Sending the Initial Ofer
In order to send the initial offer in an offer/answer exchange, an
agent nust (1) gather candidates, (2) prioritize them (3) elininate
redundant candi dates, (4) choose default candi dates, and then (5)
formul ate and send the SDP offer. Al but the last of these five
steps differ for full and lite inplenmentations.

4.1. Full Inplenentation Requirenments

4.1.1. Gathering Candi dates
An agent gathers candi dates when it believes that comunication is

immnent. An offerer can do this based on a user interface cue, or
based on an explicit request to initiate a session. Every candidate
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is atransport address. It also has a type and a base. Four types
are defined and gathered by this specification -- host candi dates,
server reflexive candi dates, peer reflexive candidates, and rel ayed
candi dates. The server reflexive candi dates are gathered using STUN
or TURN, and rel ayed candi dates are obtained through TURN. Peer

refl exi ve candi dates are obtained in | ater phases of ICE, as a
consequence of connectivity checks. The base of a candidate is the
candi date that an agent nust send from when using that candi date.

4.1.1.1. Host Candi dat es

The first step is to gather host candidates. Host candi dates are
obt ai ned by binding to ports (typically epheneral) on a | P address
attached to an interface (physical or virtual, including VPN

i nterfaces) on the host.

For each UDP nedia streamthe agent wi shes to use, the agent SHOULD
obtain a candidate for each conponent of the nmedia streamon each IP
address that the host has. It obtains each candidate by binding to a
UDP port on the specific |IP address. A host candidate (and indeed
every candi date) is always associated with a specific conponent for
which it is a candidate. Each conponent has an ID assigned to it,
call ed the conponent ID. For RTP-based nedia streans, the RTP itself
has a conponent ID of 1, and RTCP a conponent ID of 2. [|f an agent
is using RTCP, it MJST obtain a candidate for it. |If an agent is
using both RTP and RTCP, it would end up with 2*K host candi dates if
an agent has K | P addresses.

The base for each host candidate is set to the candidate itself.
4.1.1.2. Server Reflexive and Rel ayed Candi dates

Agents SHOULD obtain relayed candi dates and SHOULD obtain server
refl exi ve candi dates. These requirenents are at SHOULD strength to
all ow for provider variation. Use of STUN and TURN servers may be
unnecessary in closed networks where agents are never connected to
the public Internet or to endpoints outside of the closed network.

In such cases, a full inplenmentation would be used for agents that
are dual stack or nultihomed, to select a host candidate. Use of
TURN servers is expensive, and when ICE is being used, they will only

be utilized when both endpoints are behind NATs that perform address
and port dependent mapping. Consequently, sonme depl oynents night
consider this use case to be marginal, and el ect not to use TURN
servers. |f an agent does not gather server reflexive or relayed
candidates, it is RECOWENDED that the functionality be inplenented
and just disabled through configuration, so that it can be re-enabl ed
t hrough configuration if conditions change in the future.
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If an agent is gathering both relayed and server reflexive
candi dates, it uses a TURN server. |If it is gathering just server
refl exi ve candidates, it uses a STUN server

The agent next pairs each host candidate with the STUN or TURN server
with which it is configured or has discovered by sone neans. |If a
STUN or TURN server is configured, it is RECOWENDED that a donain
name be configured, and the DNS procedures in [ RFC5389] (using SRV
records with the "stun" service) be used to discover the STUN server
and the DNS procedures in [RFC5766] (using SRV records with the
"turn" service) be used to discover the TURN server

This specification only considers usage of a single STUN or TURN
server. \Wien there are nultiple choices for that single STUN or TURN
server (when, for exanple, they are |l earned through DNS records and
multiple results are returned), an agent SHOULD use a single STUN or
TURN server (based on its IP address) for all candidates for a
particul ar session. This inproves the performance of ICE. The
result is a set of pairs of host candidates with STUN or TURN
servers. The agent then chooses one pair, and sends a Binding or

Al l ocate request to the server fromthat host candidate. Binding
requests to a STUN server are not authenticated, and any ALTERNATE-
SERVER attribute in a response is ignored. Agents MJST support the
backwards conpatibility node for the Binding request defined in

[ RFC5389]. Allocate requests SHOULD be authenticated using a | ong-
termcredential obtained by the client through sone other means.

Every Ta nmilliseconds thereafter, the agent can generate anot her new
STUN or TURN transaction. This transaction can either be a retry of
a previous transaction that failed with a recoverable error (such as
aut hentication failure), or a transaction for a new host candi date
and STUN or TURN server pair. The agent SHOULD NOT generate
transactions nore frequently than one every Ta milliseconds. See
Section 16 for guidance on how to set Ta and the STUN retransmt
timer, RTO

The agent will receive a Binding or Allocate response. A successfu
Al'l ocate response will provide the agent with a server reflexive
candi date (obtained fromthe mapped address) and a rel ayed candi date
in the XOR- RELAYED- ADDRESS attribute. |If the Allocate request is
rejected because the server |acks resources to fulfill it, the agent
SHOULD i nstead send a Binding request to obtain a server reflexive
candidate. A Binding response will provide the agent with only a
server reflexive candidate (al so obtained fromthe napped address).
The base of the server reflexive candidate is the host candidate from
which the Allocate or Binding request was sent. The base of a

rel ayed candidate is that candidate itself. |If a relayed candidate
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is identical to a host candidate (which can happen in rare cases),
the rel ayed candi date MJUST be di scarded.

4.1.1.3. Conmputing Foundations

Finally, the agent assigns each candidate a foundation. The
foundation is an identifier, scoped within a session. Two candi dates
MJUST have the sane foundation ID when all of the follow ng are true:

o they are of the sanme type (host, relayed, server reflexive, or
peer reflexive).

o their bases have the sane | P address (the ports can be different).

o for reflexive and rel ayed candi dates, the STUN or TURN servers
used to obtain them have the sanme | P address.

o they were obtained using the sane transport protocol (TCP, UDP
etc.).

Simlarly, tw candi dates MJST have different foundations if their
types are different, their bases have different |IP addresses, the
STUN or TURN servers used to obtain them have different |IP addresses,
or their transport protocols are different.

4.1.1.4. Keeping Candi dates Alive

Once server reflexive and rel ayed candi dates are allocated, they MJST
be kept alive until |CE processing has conpleted, as described in
Section 8.3. For server reflexive candidates |earned through a

Bi ndi ng request, the bindings MJST be kept alive by additiona

Bi nding requests to the server. Refreshes for allocations are done
using the Refresh transaction, as described in [RFC5766]. The
Refresh requests will also refresh the server reflexive candi date

4.1.2. Prioritizing Candi dates

The prioritization process results in the assignnent of a priority to
each candi date. Each candidate for a nedia stream MJUST have a uni que
priority that MJUST be a positive integer between 1 and (2**31 - 1).
This priority will be used by ICE to determ ne the order of the
connectivity checks and the relative preference for candi dates.

An agent SHOULD conpute this priority using the formula in

Section 4.1.2.1 and choose its paraneters using the guidelines in
Section 4.1.2.2. If an agent elects to use a different fornula, |ICE
will take |onger to converge since both agents will not be
coordinated in their checks.
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4,1.2.1. Recommended Fornul a

When using the fornmula, an agent conputes the priority by determn ning
a preference for each type of candidate (server reflexive, peer

refl exive, relayed, and host), and, when the agent is nultihoned,
choosing a preference for its |IP addresses. These two preferences
are then conbined to conpute the priority for a candi date. That
priority is conmputed using the follow ng fornul a:

priority = (2"24)*(type preference) +
(278) *(l ocal preference) +
(2"0) *(256 - conponent |D)

The type preference MJST be an integer fromO to 126 inclusive, and
represents the preference for the type of the candi date (where the
types are local, server reflexive, peer reflexive, and relayed). A
126 is the highest preference, and a 0 is the lowest. Setting the
value to a 0 neans that candidates of this type will only be used as
a last resort. The type preference MJIST be identical for al

candi dates of the sanme type and MJUST be different for candi dates of
different types. The type preference for peer reflexive candi dates
MUST be hi gher than that of server reflexive candi dates. Note that
candi dat es gat hered based on the procedures of Section 4.1.1 will
never be peer reflexive candi dates; candi dates of these type are

| earned fromthe connectivity checks perforned by | CE

The | ocal preference MIST be an integer fromO to 65535 inclusive.

It represents a preference for the particular | P address from which
t he candi date was obtained, in cases where an agent is nultihoned.
65535 represents the highest preference, and a zero, the | owest.
When there is only a single I P address, this value SHOULD be set to
65535. More generally, if there are multiple candidates for a
particul ar conmponent for a particular nmedia streamthat have the sane
type, the local preference MIST be unique for each one. |In this
specification, this only happens for multihomed hosts. If a host is
mul ti honed because it is dual stack, the local preference SHOULD be
set equal to the precedence value for |IP addresses described in RFC
3484 [ RFC3484].

The conponent IDis the conmponent ID for the candidate, and MJST be
between 1 and 256 incl usive.

4.1.2.2. CQuidelines for Choosing Type and Local Preferences
One criterion for selection of the type and | ocal preference val ues

is the use of a nmedia internmediary, such as a TURN server, VPN
server, or NAT. Wth a nedia internediary, if nmedia is sent to that
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candidate, it will first transit the nedia internediary before being
received. Relayed candidates are one type of candi date that involves
a nmedia internmediary. Another are host candi dates obtained froma

VPN interface. Wen nedia is transited through a nedia internediary,

it can increase the | atency between transm ssion and reception. It
can increase the packet |osses, because of the additional router hops
that may be taken. It nmay increase the cost of providing service,
since nedia will be routed in and right back out of a media
intermediary run by a provider. |f these concerns are inportant, the

type preference for relayed candi dates SHOULD be | ower than host

candi dates. The RECOMVENDED val ues are 126 for host candidates, 100
for server reflexive candidates, 110 for peer reflexive candi dates,
and 0 for relayed candidates. Furthernore, if an agent is nultihoned
and has multiple | P addresses, the local preference for host

candi dates froma VPN interface SHOULD have a priority of O.

Another criterion for selection of preferences is IP address famly
| CE works with both IPv4 and I1Pv6. It therefore provides a
transition nechanismthat allows dual -stack hosts to prefer
connectivity over IPv6, but to fall back to IPv4 in case the v6
networ ks are di sconnected (due, for exanple, to a failure in a 6to4
relay) [RFC3056]. It can also help with hosts that have both a
native | Pv6 address and a 6to4 address. In such a case, higher |oca
preferences could be assigned to the v6 addresses, followed by the
6t 04 addresses, followed by the v4 addresses. This allows a site to
obtain and begin using native v6 addresses imredi ately, yet stil

fall back to 6to4 addresses when communi cating with agents in other
sites that do not yet have native v6 connectivity.

Anot her criterion for selecting preferences is security. |If a user
is atelecommuter, and therefore connected to a corporate network and
a |l ocal home network, the user may prefer their voice traffic to be
routed over the VPN in order to keep it on the corporate network when
communi cating within the enterprise, but use the |ocal network when

communi cating with users outside of the enterprise. In such a case,
a VPN address woul d have a higher |ocal preference than any other
addr ess.

Anot her criterion for selecting preferences is topol ogical awareness.
This is nost useful for candidates that make use of internediaries.
In those cases, if an agent has preconfigured or dynamcally

di scovered know edge of the topological proximty of the
internmediaries to itself, it can use that to assign higher |oca
preferences to candi dates obtai ned fromcl oser internediaries.
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4.1.3. Eimnating Redundant Candi dates

Next, the agent elim nates redundant candi dates. A candidate is
redundant if its transport address equal s another candidate, and its
base equal s the base of that other candidate. Note that two
candi dat es can have the sane transport address yet have different
bases, and these would not be considered redundant. Frequently, a
server reflexive candidate and a host candidate will be redundant
when the agent is not behind a NAT. The agent SHOULD elininate the
redundant candidate with the lower priority.

4.1.4. Choosing Default Candi dates

A candidate is said to be default if it would be the target of nedia
froma non-I1CE peer; that target is called the DEFAULT DESTI NATI ON

If the default candidates are not selected by the |ICE al gorithm when
communi cating with an | CE-aware peer, an updated offer/answer wll be
required after | CE processing conpletes in order to "fix up" the SDP
so that the default destination for nmedia matches the candi dates
selected by ICE. |If |ICE happens to select the default candi dates, no
updat ed of fer/answer is required.

An agent MJST choose a set of candi dates, one for each conponent of
each in-use nedia stream to be default. A nedia streamis in-use if
it does not have a port of zero (which is used in RFC 3264 to reject
a media stream). Consequently, a nedia streamis in-use even if it
is marked as a=i nactive [ RFC4566] or has a bandw dth val ue of zero.

It is RECOWENDED that default candi dates be chosen based on the

I'i kelihood of those candidates to work with the peer that is being
contacted. It is RECOMVENDED that the default candidates are the
rel ayed candidates (if relayed candi dates are avail able), server
refl exive candidates (if server reflexive candi dates are avail able),
and finally host candi dates.

4.2, Lite Inplenentation Requirenents

Lite inplementations only utilize host candidates. Alite

i mpl erent ati on MJUST, for each conponent of each media stream

all ocate zero or one |IPv4 candidates. It MAY allocate zero or nore
| Pv6 candi dates, but no nore than one per each |IPv6 address utilized
by the host. Since there can be no nore than one | Pv4 candi date per
conmponent of each nedia stream if an agent has nultiple |IPv4
addresses, it MJST choose one for allocating the candidate. |If a
host is dual stack, it is RECOMMENDED that it allocate one |Pv4
candi date and one gl obal 1Pv6 address. Wth the lite inplenentation
| CE cannot be used to dynam cally choose anbngst candi dates.
Therefore, including nore than one candidate froma particul ar scope
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i's NOT RECOMVENDED, since only a connectivity check can truly
deternm ne whether to use one address or the other

Each conmponent has an I D assigned to it, called the conmponent |ID
For RTP-based nmedia streans, the RTP itself has a conponent ID of 1,
and RTCP a conponent ID of 2. |If an agent is using RTCP, it MJST
obtai n candi dates for it.

Each candi date is assigned a foundation. The foundati on MJST be
different for two candidates allocated fromdifferent |P addresses,
and MUST be the same otherwise. A sinple integer that increments for
each | P address will suffice. |In addition, each candi date MJST be
assigned a unique priority anongst all candidates for the sane nedia
stream This priority SHOULD be equal to:

priority = (2"24)*(126) +
(278)*(I P precedence) +
(2"0) *(256 - conponent |D)

If a host is v4-only, it SHOULD set the I P precedence to 65535. If a
host is v6 or dual stack, the IP precedence SHOULD be the precedence
val ue for | P addresses described in RFC 3484 [ RFC3484].

Next, an agent chooses a default candidate for each conponent of each
media stream If a host is IPv4 only, there would only be one

candi date for each conponent of each nmedia stream and therefore that
candidate is the default. |If a host is |IPv6 or dual stack, the
selection of default is a matter of local policy. This default
SHOULD be chosen such that it is the candidate nost likely to be used
with a peer. For IPv6-only hosts, this would typically be a globally
scoped | Pv6 address. For dual -stack hosts, the IPv4 address is
RECOVMENDED

4.3. Encoding the SDP

The process of encoding the SDP is identical between full and lite
i mpl enent ati ons.

The agent will include an mline for each nedia streamit w shes to
use. The ordering of nmedia streans in the SDP is relevant for |ICE
ICE will performits connectivity checks for the first mline first,
and consequently nedia will be able to flow for that streamfirst.
Agents SHOULD place their nost inportant nedia stream if there is
one, first in the SDP

There will be a candidate attribute for each candi date for a

particul ar media stream Section 15 provides detailed rules for
constructing this attribute. The attribute carries the |IP address,
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port, and transport protocol for the candidate, in addition to its
properties that need to be signaled to the peer for ICE to work: the
priority, foundation, and conponent ID. The candidate attribute also
carries information about the candidate that is useful for

di agnostics and other functions: its type and related transport

addr esses.

STUN connectivity checks between agents are authenticated using the
short-termcredential nechani smdefined for STUN [ RFC5389]. This
mechani smrelies on a usernane and password that are exchanged

t hrough protocol machinery between the client and server. Wth ICE
the of fer/answer exchange is used to exchange them The usernane
part of this credential is forned by concatenating a usernane
fragment from each agent, separated by a colon. Each agent also
provi des a password, used to conpute the nessage integrity for
requests it receives. The usernane fragment and password are
exchanged in the ice-ufrag and ice-pwd attributes, respectively. In
addition to providing security, the usernanme provides di sanbi guation
and correlation of checks to nedia streans. See Appendix B.4 for
not i vati on.

If an agent is a lite inplementation, it MJST include an "a=ice-lite"
session-level attribute inits SDP. |If an agent is a ful
i mpl enentation, it MJST NOT include this attribute.

The default candi dates are added to the SDP as the default
destination for nmedia. For streans based on RTP, this is done by

pl acing the I P address and port of the RTP candidate into the ¢ and m
lines, respectively. |If the agent is utilizing RTCP, it MJST encode
the RTCP candi date using the a=rtcp attribute as defined in RFC 3605
[RFC3605]. If RTCP is not in use, the agent MJST signal that using
b=RS: 0 and b=RR 0 as defined in RFC 3556 [ RFC3556].

The transport addresses that will be the default destination for
medi a when conmuni cating with non-1CE peers MIST al so be present as
candi dates in one or nore a=candi date |ines.

| CE provides for extensibility by allowing an offer or answer to
contain a series of tokens that identify the |ICE extensions used by
that agent. |[If an agent supports an |ICE extension, it MJST include
the token defined for that extension in the ice-options attribute.

The following is an exanpl e SDP nessage that includes ICE attributes
(lines folded for readability):
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5.

1

v=0

o=j doe 2890844526 2890842807 IN I1P4 10.0.1.1
S=

c=INI1P4 192.0.2.3

t=0 0

a=i ce- pwd: asd88f gpdd777uzj YhagZg

a=i ce- ufrag: 8hhy

mFaudi 0 45664 RTP/ AVP 0

b=RS: 0

b=RR: 0

a=rtpmap: 0 PCMJ 8000

a=candidate:1 1 UDP 2130706431 10.0.1.1 8998 typ host

a=candi date: 2 1 UDP 1694498815 192.0.2.3 45664 typ srflx raddr
10.0.1.1 rport 8998

Once an agent has sent its offer or its answer, that agent MJST be
prepared to receive both STUN and medi a packets on each candi date.
As discussed in Section 11.1, nedia packets can be sent to a
candidate prior to its appearance as the default destination for
nmedia in an offer or answer.

Receiving the Initial Ofer

When an agent receives an initial offer, it will check if the offerer
supports ICE, determine its ow role, gather candidates, prioritize
them choose default candi dates, encode and send an answer, and for
full inplenmentations, formthe check lists and begin connectivity
checks.

Verifying | CE Support

The agent will proceed with the | CE procedures defined in this
specification if, for each nedia streamin the SDP it received, the
default destination for each conmponent of that nedia stream appears
in a candidate attribute. For exanple, in the case of RTP, the IP
address and port in the ¢ and mlines, respectively, appear in a
candidate attribute and the value in the rtcp attribute appears in a
candi date attribute.

If this condition is not nmet, the agent MJST process the SDP based on
normal RFC 3264 procedures, w thout using any of the |ICE nechani sns
described in the remainder of this specification with the foll ow ng
exceptions:

1. The agent MJST follow the rules of Section 10, which describe
keepal i ve procedures for all agents.
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2. If the agent is not proceeding with | CE because there were
a=candi date attributes, but none that natched the default
destination of the nmedia stream the agent MJUST include an a=ice-
m smatch attribute in its answer.

3. If the default candi dates were rel ayed candi dates | earned through
a TURN server, the agent MJST create permi ssions in the TURN
server for the I P addresses learned fromits peer in the SDP it
just received. |If this is not done, initial packets in the nedia
stream fromthe peer may be | ost.

5.2. Determning Role

For each session, each agent takes on a role. There are two roles --
controlling and controlled. The controlling agent is responsible for
the choice of the final candidate pairs used for conmmunications. For
a full agent, this nmeans nominating the candidate pairs that can be
used by I CE for each nedia stream and for generating the updated

of fer based on ICE s selection, when needed. For alite

i mpl enent ati on, being the controlling agent neans selecting a

candi date pair based on the ones in the offer and answer (for |Pv4,
there is only ever one pair), and then generating an updated offer
reflecting that selection, when needed (it is never needed for an

| Pv4-only host). The controlled agent is told which candi date pairs
to use for each nedia stream and does not generate an updated offer
to signal this information. The sections bel ow describe in detai

the actual procedures followed by controlling and controlled nodes.

The rules for determining the role and the inpact on behavior are as

fol | ows:

Both agents are full: The agent that generated the offer which
started the | CE processing MIST take the controlling role, and the
other MUST take the controlled role. Both agents will form check

lists, run the I CE state nmachi nes, and generate connectivity
checks. The controlling agent will execute the logic in

Section 8.1 to noninate pairs that will be selected by |ICE, and
then both agents end | CE as described in Section 8.1.2. In
unusual cases, described in Appendix B.11, it is possible for both
agents to mstakenly believe they are controlled or controlling.
To resolve this, each agent MJST sel ect a random nunber, called
the tie-breaker, uniformy distributed between 0 and (2**64) - 1
(that is, a 64-bit positive integer). This nunber is used in
connectivity checks to detect and repair this case, as described
in Section 7.1.2.2.
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One agent full, one lite: The full agent MJUST take the controlling
role, and the lite agent MJST take the controlled role. The ful
agent will formcheck lists, run the |ICE state machi nes, and
generate connectivity checks. That agent will execute the logic
in Section 8.1 to nomnate pairs that will be selected by ICE, and
use the logic in Section 8.1.2 to end ICE. The lite
i mpl ementation will just listen for connectivity checks, receive
them and respond to them and then conclude | CE as described in
Section 8.2. For the lite inplenmentation, the state of ICE
processing for each nedia streamis considered to be Running, and
the state of ICE overall is Running.

Both lite: The agent that generated the offer which started the ICE
processing MIST take the controlling role, and the other MJST take
the controlled role. 1In this case, no connectivity checks are
ever sent. Rather, once the offer/answer exchange conpletes, each
agent perforns the processing described in Section 8 without
connectivity checks. It is possible that both agents will believe
they are controlled or controlling. In the latter case, the
conflict is resolved through glare detection capabilities in the
signaling protocol carrying the offer/answer exchange. The state
of |1 CE processing for each nedia streamis considered to be
Runni ng, and the state of ICE overall is Running.

Once roles are deternmined for a session, they persist unless ICE is
restarted. An ICE restart (Section 9.1) causes a new sel ection of
roles and tie-breakers.

5.3. Gathering Candi dates

The process for gathering candidates at the answerer is identical to
the process for the offerer as described in Section 4.1.1 for ful

i mpl ement ati ons and Section 4.2 for lite inplementations. It is
RECOMVENDED t hat this process begin inmediately on receipt of the
offer, prior to alerting the user. Such gathering MAY begi n when an
agent starts.

5.4. Prioritizing Candi dates
The process for prioritizing candidates at the answerer is identica

to the process followed by the offerer, as described in Section 4.1.2
for full inplenentations and Section 4.2 for lite inplenentations.
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5.5. Choosi ng Default Candi dates

The process for selecting default candi dates at the answerer is
identical to the process followed by the offerer, as described in
Section 4.1.4 for full inplementations and Section 4.2 for lite

i mpl enent ati ons.

5.6. Encoding the SDP

The process for encoding the SDP at the answerer is identical to the
process followed by the offerer for both full and lite
i npl ement ati ons, as described in Section 4.3.

5.7. Forming the Check Lists

Form ng check lists is done only by full inplenentations. Lite
i npl ement ati ons MJST skip the steps defined in this section

There is one check list per in-use nedia streamresulting fromthe
of fer/ answer exchange. To formthe check list for a media stream
the agent forms candi date pairs, conputes a candidate pair priority,
orders the pairs by priority, prunes them and sets their states.
These steps are described in this section

5.7.1. Forming Candidate Pairs

First, the agent takes each of its candidates for a nedia stream
(call ed LOCAL CANDI DATES) and pairs themw th the candidates it
received fromits peer (called REMOTE CANDI DATES) for that nedia
stream In order to prevent the attacks described in Section 18.5. 2,
agents MAY linit the nunber of candidates they’'ll accept in an offer
or answer. A local candidate is paired with a renpote candi date if
and only if the two candi dates have the sane conponent |D and have
the sane | P address version. It is possible that sonme of the |oca
candi dates won’t get paired with renote candi dates, and sone of the
renote candi dates won't get paired with local candidates. This can
happen if one agent doesn’t include candidates for the all of the
conponents for a nmedia stream |f this happens, the nunber of
conponents for that nedia streamis effectively reduced, and
considered to be equal to the mini mum across both agents of the

maxi mum conponent |D provided by each agent across all conponents for
the nedia stream

In the case of RTP, this would happen when one agent provides

candi dates for RTCP, and the other does not. As another exanple, the
of ferer can nultiplex RTP and RTCP on the same port and signals that
it can do that in the SDP through an SDP attribute [ RFC5761].

However, since the offerer doesn’'t know if the answerer can perform
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such nmul tiplexing, the offerer includes candidates for RTP and RTCP
on separate ports, so that the offer has two conmponents per nedia
stream |If the answerer can perform such nultiplexing, it would

i nclude just a single conponent for each candidate - for the comnbined
RTP/ RTCP nmux. |CE would end up acting as if there was just a single
conponent for this candi date.

The candi date pairs whose | ocal and renmote candi dates are both the
default candidates for a particular conponent is called,
unsurprisingly, the default candidate pair for that conponent. This
is the pair that would be used to transmt nedia if both agents had
not been | CE aware.

In order to aid understanding, Figure 6 shows the rel ationships

bet ween several key concepts -- transport addresses, candi dates,
candi date pairs, and check lists, in addition to indicating the main
properties of candi dates and candi date pairs.
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Fi gure 6: Conceptual Diagram of a Check List
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5.7.2. Conputing Pair Priority and Ordering Pairs

Once the pairs are forned, a candidate pair priority is computed.
Let Gbe the priority for the candi date provided by the controlling
agent. Let D be the priority for the candi date provided by the
controlled agent. The priority for a pair is conputed as:

pair priority = 2"32*MN(G D) + 2*MAX(G D) + (G&D?1:0)

Where G>D?1: 0 is an expression whose value is 1 if Gis greater than
D, and 0 otherwise. Once the priority is assigned, the agent sorts
the candidate pairs in decreasing order of priority. |If two pairs
have identical priority, the ordering anongst themis arbitrary.

5.7.3. Pruning the Pairs

This sorted list of candidate pairs is used to determ ne a sequence
of connectivity checks that will be performed. Each check invol ves
sending a request froma local candidate to a renote candi date.

Since an agent cannot send requests directly froma reflexive

candi date, but only fromits base, the agent next goes through the
sorted list of candidate pairs. For each pair where the |oca
candidate is server reflexive, the server reflexive candi date MJST be
replaced by its base. Once this has been done, the agent MJST prune
the list. This is done by renoving a pair if its local and renote
candi dates are identical to the local and renote candi dates of a pair
hi gher up on the priority list. The result is a sequence of ordered
candidate pairs, called the check list for that nedia stream

In addition, in order to limt the attacks described in

Section 18.5.2, an agent MUST |inmt the total nunber of connectivity
checks the agent performs across all check lists to a specific val ue,
and this value MJST be configurable. A default of 100 is
RECOMVENDED. This limt is enforced by discarding the |lower-priority
candidate pairs until there are less than 100. It is RECOMVENDED
that a | ower value be utilized when possible, set to the maxi num
nunber of plausible checks that nmight be seen in an actual depl oynent
configuration. The requirenent for configuration is meant to provide
a tool for fixing this value in the field if, once deployed, it is
found to be probl ematic.

5.7.4. Conputing States

Each candidate pair in the check Iist has a foundation and a state.
The foundation is the conbination of the foundations of the |ocal and
renote candidates in the pair. The state is assigned once the check
list for each nmedia stream has been conputed. There are five
potential values that the state can have:
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Waiting: A check has not been perforned for this pair, and can be
performed as soon as it is the highest-priority Waiting pair on
the check Iist.

In-Progress: A check has been sent for this pair, but the
transaction is in progress.

Succeeded: A check for this pair was already done and produced a
successful result.

Failed: A check for this pair was already done and fail ed, either
never produci ng any response or produci ng an unrecoverable failure
response.

Frozen: A check for this pair hasn’t been performed, and it can't
yet be performed until some other check succeeds, allowi ng this
pair to unfreeze and nove into the Waiting state.

As ICE runs, the pairs will nove between states as shown in Figure 7.
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2. The agent exanines the check list for the first nedia stream (a
media streamis the first nmedia streamwhen it is described by
the first mline in the SDP offer and answer). For that nedia
stream

* For all pairs with the sane foundation, it sets the state of
the pair with the | owest conponent IDto Waiting. |If there is
nore than one such pair, the one with the highest priority is
used.

One of the check lists will have sone nunber of pairs in the Waiting
state, and the other check lists will have all of their pairs in the
Frozen state. A check list with at |east one pair that is Waiting is
called an active check list, and a check list with all pairs Frozen
is called a frozen check list.

The check list itself is associated with a state, which captures the
state of | CE checks for that nedia stream There are three states:

Running: In this state, |ICE checks are still in progress for this
nmedi a stream

Completed: 1In this state, |ICE checks have produced nom nated pairs
for each conponent of the nedia stream Consequently, |ICE has
succeeded and nedi a can be sent.

Failed: In this state, the | CE checks have not conpleted
successfully for this nedia stream

When a check list is first constructed as the consequence of an
of fer/answer exchange, it is placed in the Running state.

| CE processing across all nedia streans al so has a state associ ated
withit. This state is equal to Running while |ICE processing is
under way. The state is Conpl eted when | CE processing is conplete
and Failed if it failed without success. Rules for transitioning
bet ween states are described bel ow.

5.8. Schedul i ng Checks

Checks are generated only by full inplenmentations. Lite
i mpl enent ati ons MJST skip the steps described in this section

An agent perforns ordinary checks and triggered checks. The
generation of both checks is governed by a tiner that fires
periodically for each media stream The agent mmintains a FIFO
queue, called the triggered check queue, which contains candi date
pairs for which checks are to be sent at the next avail able
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opportunity. Wien the tiner fires, the agent renoves the top pair
fromthe triggered check queue, perfornms a connectivity check on that

pair, and sets the state of the candidate pair to In-Progress. |If
there are no pairs in the triggered check queue, an ordinary check is
sent.

Once the agent has conputed the check lists as described in

Section 5.7, it sets a timer for each active check list. The tinmer
fires every Ta*N seconds, where N is the nunber of active check lists
(initially, there is only one active check list). Inplenentations
MAY set the timer to fire less frequently than this. [Inplenmentations
SHOULD take care to spread out these tiners so that they do not fire
at the same tine for each nedia stream Ta and the retransnit tinmer
RTO are conputed as described in Section 16. Miltiplying by N allows
thi s aggregate check throughput to be split between all active check
lists. The first tiner fires inmediately, so that the agent perforns
a connectivity check the nonent the offer/answer exchange has been
done, followed by the next check Ta seconds later (since there is
only one active check list).

When the tiner fires and there is no triggered check to be sent, the
agent MUST choose an ordinary check as foll ows:

o Find the highest-priority pair in that check list that is in the
Waiting state.

o If there is such a pair:
* Send a STUN check fromthe | ocal candidate of that pair to the
renote candidate of that pair. The procedures for form ng the
STUN request for this purpose are described in Section 7.1.2.
* Set the state of the candidate pair to In-Progress

o If there is no such pair:

* Find the highest-priority pair in that check list that is in
the Frozen state.

* |f there is such a pair:
+ Unfreeze the pair.

+ Performa check for that pair, causing its state to
transition to In-Progress.
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* |f there is no such pair:
+ Termnate the tinmer for that check |ist.

To conpute the nessage integrity for the check, the agent uses the
renote usernane fragnent and password |learned fromthe SDP fromits
peer. The local usernane fragnent is known directly by the agent for
its own candi date.

6. Receipt of the Initial Answer

This section describes the procedures that an agent follows when it
receives the answer fromthe peer. It verifies that its peer
supports ICE, determines its role, and for full inplenentations,
forms the check list and begins perforning ordinary checks.

When ICE is used with SIP, forking may result in a single offer
generating a nmultiplicity of answers. |In that case, |CE proceeds
completely in parallel and independently for each answer, treating
the conbination of its offer and each answer as an independent offer/
answer exchange, with its own set of pairs, check lists, states, and
so on. The only case in which processing of one pair inpacts another
is freeing of candidates, discussed belowin Section 8.3.

6.1. Verifying | CE Support

The logic at the offerer is identical to that of the answerer as
described in Section 5.1, with the exception that an offerer would
not ever generate a=ice-msmatch attributes in an SDP

In sone cases, the answer may onit a=candi date attributes for the
nedi a streans, and instead include an a=ice-nismatch attribute for
one or nore of the nedia streans in the SDP. This signals to the

of ferer that the answerer supports ICE, but that |CE processing was
not used for the session because a signaling internmediary nodified
the default destination for nedia conponents w thout nodifying the
correspondi ng candi date attributes. See Section 18 for a discussion
of cases where this can happen. This specification provides no

gui dance on how an agent should proceed in such a failure case.

6.2. Determning Role

The offerer follows the sane procedures described for the answerer in
Section 5. 2.
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6.3. Form ng the Check List

Formati on of check lists is perforned only by full inplenmentations.
The offerer follows the sane procedures described for the answerer in
Section 5.7.

6.4. Perfornmng Odinary Checks

O dinary checks are perforned only by full inplenmentations. The
of ferer follows the sane procedures described for the answerer in
Section 5. 8.

7. Perform ng Connectivity Checks

This section describes how connectivity checks are perfornmed. Al

I CE inplenmentations are required to be conpliant to [ RFC5389], as
opposed to the ol der [RFC3489]. However, whereas a ful

i npl enentation will both generate checks (acting as a STUN client)
and receive them (acting as a STUN server), a lite inplenentation
will only receive checks, and thus will only act as a STUN server.

7.1. STUN Cient Procedures

These procedures define how an agent sends a connectivity check
whether it is an ordinary or a triggered check. These procedures are
only applicable to full inplenmentations.

7.1.1. Creating Pernissions for Relayed Candi dates

If the connectivity check is being sent using a relayed | oca
candidate, the client MJST create a pernmission first if it has not

al ready created one previously. It would have created one previously
if it had told the TURN server to create a permission for the given
rel ayed candi date towards the | P address of the renote candidate. To
create the perm ssion, the agent follows the procedures defined in

[ RFC5766]. The pernission MJST be created towards the | P address of
the renote candidate. It is RECOMMENDED that the agent defer
creation of a TURN channel until |CE conpletes, in which case

permi ssions for connectivity checks are normally created using a
Creat ePerm ssion request. Once established, the agent MJST keep the
perm ssion active until |CE concl udes.

7.1.2. Sending the Request
The check is generated by sending a Binding request froma |oca

candidate to a renpte candi date. [RFC5389] describes how Binding
requests are constructed and generated. A connectivity check MJST
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utilize the STUN short-termcredential mechanism  Support for
backwards conpatibility with RFC 3489 MJUST NOT be used or assuned
with connectivity checks. The FI NGERPRI NT nechani sm MUST be used for
connectivity checks.

| CE extends STUN by defining several new attributes, including

PRI ORI TY, USE- CANDI DATE, | CE- CONTROLLED, and | CE- CONTROLLI NG,  These
new attributes are formally defined in Section 19.1, and their usage
is described in the subsections below. These STUN extensions are
applicable only to connectivity checks used for ICE

7.1.2.1. PRIORITY and USE- CANDI DATE

An agent MJST include the PRIORITY attribute in its Binding request.
The attribute MIUST be set equal to the priority that would be
assigned, based on the algorithmin Section 4.1.2, to a peer

refl exi ve candi date, should one be | earned as a consequence of this
check (see Section 7.1.3.2.1 for how peer reflexive candi dates are

| earned). This priority value will be conputed identically to how
the priority for the local candidate of the pair was conputed, except
that the type preference is set to the value for peer reflexive

candi dat e types.

The controlling agent MAY include the USE- CANDI DATE attribute in the
Bi ndi ng request. The controlled agent MJUST NOT include it inits

Bi nding request. This attribute signals that the controlling agent
wi shes to cease checks for this conponent, and use the candidate pair
resulting fromthe check for this conponent. Section 8.1.1 provides
gui dance on determ ning when to include it.

7.1.2.2. | CE- CONTROLLED and | CE- CONTROLLI NG

The agent MUST include the | CE- CONTRCLLED attribute in the request if
it isin the controlled role, and MJST include the | CE- CONTROLLI NG
attribute in the request if it is in the controlling role. The
content of either attribute MIUST be the tie-breaker that was
determined in Section 5.2. These attributes are defined fully in
Section 19.1.

7.1.2.3. Fornming Credentials

A Bindi ng request serving as a connectivity check MUST utilize the
STUN short-term credential mechanism The usernane for the
credential is forned by concatenating the usernane fragment provided
by the peer with the usernane fragnment of the agent sending the
request, separated by a colon (":"). The password is equal to the
password provided by the peer. For exanple, consider the case where
agent L is the offerer, and agent Ris the answerer. Agent L
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i ncluded a usernane fragnent of LFRAG for its candi dates and a
password of LPASS. Agent R provided a usernane fragnent of RFRAG and
a password of RPASS. A connectivity check fromL to Rutilizes the
user name RFRAG LFRAG and a password of RPASS. A connectivity check
fromRto L utilizes the usernanme LFRAG RFRAG and a password of

LPASS. The responses utilize the sane usernanes and passwords as the
requests (note that the USERNAME attribute is not present in the
response).

7.1.2. 4. D ffServ Treat nment

If the agent is using Diffserv Codepoint markings [ RFC2475] in its
medi a packets, it SHOULD apply those sane nmarkings to its
connectivity checks.

7.1.3. Processing the Response

When a Binding response is received, it is correlated to its Binding
request using the transaction ID, as defined in [ RFC5389], which then
ties it to the candidate pair for which the Binding request was sent.
This section defines additional procedures for processing Binding
responses specific to this usage of STUN

7.1.3.1. Failure Cases

If the STUN transaction generates a 487 (Role Conflict) error
response, the agent checks whether it included the | CE-CONTROLLED or

| CE- CONTROLLI NG attribute in the Binding request. |f the request
contai ned the | CE- CONTROLLED attribute, the agent MUST switch to the
controlling role if it has not already done so. |If the request

contai ned the | CE- CONTROLLI NG attribute, the agent MJUST switch to the
controlled role if it has not already done so. Once it has swi tched
t he agent MJST enqueue the candi date pair whose check generated the
487 into the triggered check queue. The state of that pair is set to
Waiting. Wien the triggered check is sent, it will contain an | CE-
CONTROLLI NG or | CE- CONTROLLED attribute reflecting its new role.

Not e, however, that the tie-breaker value MJUST NOT be resel ected.

A change in roles will require an agent to reconpute pair priorities
(Section 5.7.2), since those priorities are a function of controlling
and controlled roles. The change in role will also inpact whether
the agent is responsible for selecting nomnated pairs and generating
updat ed of fers upon conclusion of |ICE

Agents MAY support receipt of ICMP errors for connectivity checks.

If the STUN transaction generates an |ICVWP error, the agent sets the
state of the pair to Failed. |If the STUN transacti on generates a
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STUN error response that is unrecoverable (as defined in [ RFC5389])
or times out, the agent sets the state of the pair to Fail ed.

The agent MJST check that the source I P address and port of the
response equal the destination IP address and port to which the

Bi ndi ng request was sent, and that the destination |P address and
port of the response match the source | P address and port from which
the Binding request was sent. |In other words, the source and
destination transport addresses in the request and responses are
symretric. |If they are not symretric, the agent sets the state of
the pair to Fail ed.

7.1.3.2. Success Cases

A check is considered to be a success if all of the follow ng are
true:

o The STUN transaction generated a success response.

0 The source | P address and port of the response equals the
destination | P address and port to which the Binding request was
sent.

0 The destination |IP address and port of the response match the
source | P address and port fromwhich the Binding request was
sent.

7.1.3.2.1. Discovering Peer Reflexive Candi dates
The agent checks the mapped address fromthe STUN response. |If the
transport address does not natch any of the local candidates that the
agent knows about, the mapped address represents a new candidate -- a
peer reflexive candidate. Like other candidates, it has a type,
base, priority, and foundation. They are conputed as foll ows:
o Its type is equal to peer reflexive.

0 Its base is set equal to the |ocal candidate of the candidate pair
fromwhi ch the STUN check was sent.

0 Its priority is set equal to the value of the PRIORITY attribute
in the Binding request.

o Its foundation is selected as described in Section 4.1.1.3.
This peer reflexive candidate is then added to the list of |oca

candi dates for the nedia stream |Its usernanme fragnent and password
are the sane as all other |ocal candidates for that nmedia stream
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However, the peer reflexive candidate is not paired with other renote
candidates. This is not necessary; a valid pair will be generated
fromit nonmentarily based on the procedures in Section 7.1.3.2.2. |f
an agent wi shes to pair the peer reflexive candidate wi th other
renote candi dates besides the one in the valid pair that will be
generated, the agent MAY generate an updated offer which includes the
peer reflexive candidate. This will cause it to be paired with al

ot her renote candi dates.

7.1.3.2.2. Constructing a Valid Pair

The agent constructs a candi date pair whose |ocal candi date equals

t he mapped address of the response, and whose renote candi date equal s
the destinati on address to which the request was sent. This is
called a valid pair, since it has been validated by a STUN
connectivity check. The valid pair may equal the pair that generated
the check, may equal a different pair in the check list, or may be a
pair not currently on any check list. |If the pair equals the pair
that generated the check or is on a check list currently, it is also
added to the VALID LI ST, which is nmaintained by the agent for each
media stream This list is enpty at the start of |ICE processing, and
fills as checks are performed, resulting in valid candi date pairs.

It will be very comon that the pair will not be on any check list.
Recal |l that the check list has pairs whose | ocal candi dates are never
server reflexive; those pairs had their |ocal candidates converted to
the base of the server reflexive candidates, and then pruned if they
were redundant. Wien the response to the STUN check arrives, the
mapped address will be reflexive if there is a NAT between the two.
In that case, the valid pair will have a |ocal candidate that doesn’'t
mat ch any of the pairs in the check I|ist.

If the pair is not on any check list, the agent conputes the priority
for the pair based on the priority of each candi date, using the
algorithmin Section 5.7. The priority of the local candidate
depends on its type. If it is not peer reflexive, it is equal to the
priority signaled for that candidate in the SDP. If it is peer
reflexive, it is equal to the PRRORITY attribute the agent placed in
the Binding request that just conpleted. The priority of the renote

candidate is taken fromthe SDP of the peer. |If the candi date does
not appear there, then the check nust have been a triggered check to
a new renote candidate. In that case, the priority is taken as the

value of the PRIORITY attribute in the Binding request that triggered
the check that just conpleted. The pair is then added to the VALID
LI ST.
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7.1.3.2.3. Updating Pair States

The agent sets the state of the pair that *generated* the check to

Succeeded. Note that, the pair which *generated* the check may be

different than the valid pair constructed in Section 7.1.3.2.2 as a
consequence of the response. The success of this check m ght also

cause the state of other checks to change as well. The agent MJST

performthe following two steps:

1

The agent changes the states for all other Frozen pairs for the
same nmedi a stream and sane foundation to Waiting. Typically, but
not always, these other pairs will have different conponent IDs.

If there is a pair in the valid list for every conponent of this
nmedi a stream (where this is the actual nunber of conponents being
used, in cases where the nunber of components signaled in the SDP
differs fromofferer to answerer), the success of this check may
unfreeze checks for other nedia streans. Note that this step is
followed not just the first time the valid Iist under
consideration has a pair for every conponent, but every
subsequent tinme a check succeeds and adds yet another pair to
that valid list. The agent exami nes the check list for each
other nedia streamin turn

* |f the check list is active, the agent changes the state of
all Frozen pairs in that check Iist whose foundation matches a
pair in the valid |list under consideration to Witing.

* |If the check list is frozen, and there is at |east one pair in
the check list whose foundation natches a pair in the valid
list under consideration, the state of all pairs in the check
list whose foundation matches a pair in the valid Iist under
consideration is set to WAiting. This will cause the check
list to becone active, and ordinary checks will begin for it,
as described in Section 5.8.

* |f the check list is frozen, and there are no pairs in the
check |ist whose foundation matches a pair in the valid |ist
under consideration, the agent

+ groups together all of the pairs with the same foundation
and

+ for each group, sets the state of the pair with the | ownest
component IDto Waiting. |If there is nore than one such
pair, the one with the highest priority is used.
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7.1.3.2.4. Updating the Nomi nated Fl ag

If the agent was a controlling agent, and it had included a USE-

CANDI DATE attribute in the Binding request, the valid pair generated
fromthat check has its nomnated flag set to true. This flag
indicates that this valid pair should be used for nedia if it is the
hi ghest-priority one anongst those whose nominated flag is set. This
may conclude | CE processing for this nedia streamor all nedia
streanms; see Section 8.

If the agent is the controlled agent, the response nmay be the result
of a triggered check that was sent in response to a request that
itself had the USE- CANDI DATE attribute. This case is described in
Section 7.2.1.5, and may now result in setting the nom nated flag for
the pair learned fromthe original request.

7.1.3.3. Check List and Tiner State Updates

Regar dl ess of whether the check was successful or failed, the
conpl etion of the transaction nay require updating of check list and
timer states.

If all of the pairs in the check list are now either in the Failed or
Succeeded state:

o If thereis not a pair in the valid Iist for each conponent of the
nedia stream the state of the check list is set to Fail ed

o For each frozen check list, the agent
* groups together all of the pairs with the sane foundation, and
* for each group, sets the state of the pair with the | onest
component IDto Waiting. |If there is nore than one such pair,
the one with the highest priority is used.
If none of the pairs in the check list are in the Waiting or Frozen
state, the check list is no |onger considered active, and will not
count towards the value of Nin the conputation of timers for
ordi nary checks as described in Section 5.8.
7.2. STUN Server Procedures
An agent MJST be prepared to receive a Binding request on the base of

each candidate it included in its nost recent offer or answer. This
requi renent holds even if the peer is a lite inplenentation
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The agent MJST use a short-termcredential to authenticate the
request and performa nessage integrity check. The agent MJST
consider the usernane to be valid if it consists of two val ues
separated by a colon, where the first value is equal to the usernane
fragment generated by the agent in an offer or answer for a session

in-progress. It is possible (and in fact very likely) that an
offerer will receive a Binding request prior to receiving the answer
fromits peer. |If this happens, the agent MJST i nmedi ately generate

a response (including conputation of the mapped address as descri bed
in Section 7.2.1.2). The agent has sufficient information at this
point to generate the response; the password fromthe peer is not
required. Once the answer is received, it MJST proceed with the
remai ning steps required, nanely, 7.2.1.3, 7.2.1.4, and 7.2.1.5 for
full inplementations. |n cases where nmultiple STUN requests are
recei ved before the answer, this may cause several pairs to be queued
up in the triggered check queue.

An agent MJST NOT utilize the ALTERNATE- SERVER nechani sm and MJST
NOT support the backwards-conpatibility mechanisnms to RFC 3489. It
MUST utilize the FI NGERPRI NT nmechani sm

If the agent is using Diffserv Codepoint markings [RFC2475] in its
medi a packets, it SHOULD apply those sanme markings to its responses
to Binding requests. The sane would apply to any layer 2 markings
t he endpoi nt might be applying to nmedia packets.

7.2.1. Additional Procedures for Full |nplenmentations

Thi s subsection defines the additional server procedures applicable
to full inplenentations.

7.2.1.1. Detecting and Repairing Role Conflicts

Normal Iy, the rules for selection of a role in Section 5.2 will

result in each agent selecting a different role -- one controlling
and one controlled. However, in unusual call flows, typically
utilizing third party call control, it is possible for both agents to

select the same role. This section describes procedures for checking
for this case and repairing it.

An agent MJST examni ne the Binding request for either the |CE-
CONTRCLLI NG or | CE- CONTROLLED attribute. It MJST follow these
procedures:

o |If neither | CE-CONTROLLI NG nor | CE-CONTROLLED is present in the
request, the peer agent may have inplenented a previous version of
this specification. There may be a conflict, but it cannot be
det ect ed.
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o If the agent is in the controlling role, and the | CE- CONTROLLI NG
attribute is present in the request:

* |f the agent’s tie-breaker is larger than or equal to the
contents of the | CE- CONTROLLI NG attribute, the agent generates
a Binding error response and includes an ERROR-CODE attri bute
with a value of 487 (Role Conflict) but retains its role.

* |f the agent’s tie-breaker is less than the contents of the
| CE- CONTROLLI NG attribute, the agent switches to the controlled
role.

o If the agent is in the controlled role, and the | CE- CONTROLLED
attribute is present in the request:

* |f the agent’s tie-breaker is larger than or equal to the
contents of the | CE- CONTROLLED attribute, the agent switches to
the controlling role.

* |f the agent’s tie-breaker is less than the contents of the
| CE- CONTROLLED attribute, the agent generates a Binding error
response and includes an ERROR-CODE attribute with a val ue of
487 (Role Conflict) but retains its role.

o If the agent is in the controlled role and the | CE- CONTROLLI NG
attribute was present in the request, or the agent was in the
controlling role and the | CE- CONTROLLED attribute was present in
the request, there is no conflict.

A change in roles will require an agent to reconpute pair priorities
(Section 5.7.2), since those priorities are a function of controlling
and controlled roles. The change in role will also inpact whether
the agent is responsible for selecting nonminated pairs and generated
updat ed of fers upon conclusion of |CE

The renaining sections in Section 7.2.1 are followed if the server
generated a successful response to the Binding request, even if the
agent changed rol es.

7.2.1.2. Conputing Mapped Address

For requests being received on a relayed candi date, the source
transport address used for STUN processing (namely, generation of the
XOR- MAPPED- ADDRESS attribute) is the transport address as seen by the
TURN server. That source transport address will be present in the
XOR- PEER- ADDRESS attribute of a Data Indication nessage, if the

Bi ndi ng request was delivered through a Data Indication. If the
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Bi ndi ng request was delivered through a Channel Data nessage, the
source transport address is the one that was bound to the channel

7.2.1.3. Learning Peer Reflexive Candi dates

If the source transport address of the request does not match any
exi sting renote candidates, it represents a new peer reflexive renote
candidate. This candidate is constructed as foll ows:

0o The priority of the candidate is set to the PRIORITY attribute
fromthe request.

o0 The type of the candidate is set to peer reflexive.

o The foundation of the candidate is set to an arbitrary val ue,
different fromthe foundation for all other renote candidates. |If
any subsequent offer/answer exchanges contain this peer reflexive
candidate in the SDP, it will signal the actual foundation for the
candi dat e.

0 The conponent ID of this candidate is set to the conponent ID for
the | ocal candidate to which the request was sent.

This candidate is added to the list of renpte candi dates. However,
the agent does not pair this candidate with any | ocal candi dates.

7.2.1.4. Triggered Checks

Next, the agent constructs a pair whose |ocal candidate is equal to
the transport address on which the STUN request was received, and a
renote candi date equal to the source transport address where the
request came from (which may be the peer reflexive renote candi date
that was just learned). The local candidate will either be a host
candi date (for cases where the request was not received through a
relay) or a relayed candidate (for cases where it is received through
a relay). The local candidate can never be a server reflexive
candidate. Since both candidates are known to the agent, it can
obtain their priorities and conpute the candidate pair priority.
This pair is then | ooked up in the check list. There can be one of
several outcones

o If the pair is already on the check list:
* |f the state of that pair is Waiting or Frozen, a check for

that pair is enqueued into the triggered check queue if not
al ready present.
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* |f the state of that pair is In-Progress, the agent cancels the
i n-progress transaction. Cancellation neans that the agent
will not retransnit the request, will not treat the |ack of
response to be a failure, but will wait the duration of the
transaction tinmeout for a response. In addition, the agent
MUST create a new connectivity check for that pair
(representing a new STUN Bi ndi ng request transaction) by
enqueueing the pair in the triggered check queue. The state of
the pair is then changed to Witing.

* |f the state of the pair is Failed, it is changed to Wiiting
and the agent MJUST create a new connectivity check for that
pair (representing a new STUN Bi ndi ng request transaction), by
enqueueing the pair in the triggered check queue.

* |f the state of that pair is Succeeded, nothing further is
done.

These steps are done to facilitate rapid conpletion of | CE when
bot h agents are behi nd NAT

o If the pair is not already on the check Ilist:
* The pair is inserted into the check list based on its priority.
* |ts state is set to Waiting.
* The pair is enqueued into the triggered check queue.

When a triggered check is to be sent, it is constructed and processed
as described in Section 7.1.2. These procedures require the agent to
know t he transport address, usernanme fragnent, and password for the
peer. The usernane fragnment for the renpote candidate is equal to the
part after the colon of the USERNAME in the Binding request that was
just received. Using that usernane fragnment, the agent can check the
SDP nessages received fromits peer (there may be nore than one in
cases of forking), and find this usernane fragnent. The
correspondi ng password is then sel ected.

7.2.1.5. Updating the Noninated Fl ag
If the Binding request received by the agent had the USE- CANDI DATE
attribute set, and the agent is in the controlled role, the agent
| ooks at the state of the pair conputed in Section 7.2.1.4:
o If the state of this pair is Succeeded, it neans that the check

generated by this pair produced a successful response. This would
have caused the agent to construct a valid pair when that success
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7.

8.

8.

8.

response was received (see Section 7.1.3.2.2). The agent now sets
the noninated flag in the valid pair to true. This my end |ICE
processing for this nedia stream see Section 8.

o If the state of this pair is In-Progress, if its check produces a
successful result, the resulting valid pair has its noninated flag
set when the response arrives. This may end | CE processing for
this media streamwhen it arrives; see Section 8.

2.2. Additional Procedures for Lite Inplenmentations

If the check that was just received contai ned a USE- CANDI DATE
attribute, the agent constructs a candidate pair whose | oca
candidate is equal to the transport address on which the request was
recei ved, and whose renote candidate is equal to the source transport
address of the request that was received. This candidate pair is
assigned an arbitrary priority, and placed into a list of valid
candidates called the valid list. The agent sets the noninated flag
for that pair to true. |CE processing is considered conplete for a
nmedia streamif the valid list contains a candidate pair for each
conmponent .

Concl udi ng | CE Processi ng
This section describes how an agent conpletes |ICE
1. Procedures for Full |nplenmentations
Concl udi ng I CE invol ves nonminating pairs by the controlling agent and
updati ng of state nachinery.
1.1. Nominating Pairs

The controlling agent nom nates pairs to be selected by I CE by using
one of two techniques: regular nom nation or aggressive nomination
If its peer has a lite inplenentation, an agent MJST use a regul ar
nom nation algorithm If its peer is using |ICE options (present in
an ice-options attribute fromthe peer) that the agent does not
under stand, the agent MJST use a regular nomination algorithm |If
its peer is a full inplenmentation and isn’t using any |CE options or
is using I CE options understood by the agent, the agent MAY use
either the aggressive or the regular nonmination algorithm However,
the regular algorithmis RECOWENDED since it provides greater
stability.
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8.1.1.1. Regular Nom nation

Wth regular nom nation, the agent |ets sone nunber of checks

conpl ete, each of which onit the USE- CANDI DATE attribute. Once one
or nore checks conpl ete successfully for a conponent of a nedia
stream valid pairs are generated and added to the valid list. The
agent lets the checks continue until sone stopping criterion is net,
and then picks anongst the valid pairs based on an eval uation
criterion. The criteria for stopping the checks and for eval uating
the valid pairs is entirely a matter of local optim zation

When the controlling agent selects the valid pair, it repeats the
check that produced this valid pair (by enqueuing the pair that
generated the check into the triggered check queue), this time with

t he USE- CANDI DATE attribute. This check should succeed (since the
previous did), causing the nom nated flag of that and only that pair
to be set. Consequently, there will be only a single non nated pair
inthe valid Iist for each conponent, and when the state of the check
list noves to conpleted, that exact pair is selected by ICE for
sendi ng and receiving nedia for that conponent.

Regul ar nomi nation provides the nost flexibility, since the agent has
control over the stopping and selection criteria for checks. The
only requirenent is that the agent MUST eventual |y pick one and only
one candidate pair and generate a check for that pair with the USE-
CANDI DATE attribute present. Regular nomination also inproves ICE s
resilience to variations in inplenmentation (see Section 14). Regul ar
nom nation is also nore stable, allowi ng both agents to converge on a
single pair for nmedia wi thout any transient selections, which can
happen with the aggressive algorithm The drawback of regul ar

nom nation is that it is guaranteed to increase |atencies because it
requi res an additional check to be done.

8.1.1.2. Aggressive Nom nation

Wth aggressive nomnation, the controlling agent includes the USE-
CANDI DATE attribute in every check it sends. Once the first check
for a conponent succeeds, it will be added to the valid Iist and have
its nominated flag set. \When all conponents have a nom nated pair in
the valid list, nedia can begin to flow using the highest priority
nom nated pair. However, because the agent included the USE-

CANDI DATE attribute in all of its checks, another check may yet

conpl ete, causing another valid pair to have its noninated flag set.

| CE al ways sel ects the highest-priority nom nated candi date pair from
the valid list as the one used for nedia. Consequently, the selected
pair may actually change briefly as | CE checks conplete, resulting in
a set of transient selections until it stabilizes.
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8.1.2. Updating States

For both controlling and controlled agents, the state of |ICE
processi ng depends on the presence of nomi nated candidate pairs in
the valid list and on the state of the check list. Note that, at any
tinme, nore than one of the followi ng cases can apply:

o If there are no nominated pairs in the valid list for a nmedia
stream and the state of the check list is Running, |ICE processing
conti nues.

o If there is at least one noninated pair in the valid list for a
medi a stream and the state of the check list is Running:

* The agent MJST renove all Waiting and Frozen pairs in the check
list and triggered check queue for the sane conponent as the
nom nated pairs for that nedia stream

* |f an In-Progress pair in the check list is for the sane
conmponent as a nominated pair, the agent SHOULD cease
retransmi ssions for its check if its pair priority is |ower
than the lowest-priority nonminated pair for that conponent.

0 Once there is at least one nomnated pair in the valid list for
every conponent of at |east one nedia streamand the state of the
check list is Running:

* The agent MJST change the state of processing for its check
list for that nmedia streamto Conpl et ed.

*  The agent MJST continue to respond to any checks it may stil
receive for that nmedia stream and MJST performtriggered
checks if required by the processing of Section 7.2.

* The agent MJST continue retransmtting any |n-Progress checks
for that check list.

*  The agent MAY begin transmitting media for this media stream as
described in Section 11.1.

0 Once the state of each check list is Conpleted:

*  The agent sets the state of | CE processing overall to
Conpl et ed.

* |f an agent is controlling, it exam nes the highest-priority

nom nat ed candi date pair for each conponent of each nedia
stream |If any of those candidate pairs differ fromthe
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default candidate pairs in the nost recent offer/answer
exchange, the controlling agent MJST generate an updated offer
as described in Section 9. If the controlling agent is using
an aggressive nomination algorithm this may result in severa
updated offers as the pairs selected for nedia change. An
agent MAY del ay sending the offer for a brief interval (one
second is RECOVWENDED) in order to allow the selected pairs to
stabilize.

o If the state of the check list is Failed, | CE has not been able to
complete for this media stream The correct behavi or depends on
the state of the check lists for other nedia streans:

* |f all check lists are Failed, |CE processing overall is
considered to be in the Failed state, and the agent SHOULD
consi der the session a failure, SHOULD NOT restart |ICE, and the
controlling agent SHOULD term nate the entire session.

* |f at l|east one of the check lists for other nedia streans is
Conpl eted, the controlling agent SHOULD renove the failed nedia
stream fromthe session in its updated offer

* |f none of the check lists for other nedia streans are
Conpl eted, but at |east one is Running, the agent SHOULD | et
| CE conti nue.

8.2. Procedures for Lite Inplenmentations

Concluding ICE for a lite inplementation is relatively
straightforward. There are two cases to consider

The inplenentation is lite, and its peer is full
The inplenmentation is lite, and its peer is lite.

The effect of ICE concluding is that the agent can free any allocated
host candi dates that were not utilized by ICE, as described in
Section 8. 3.

8.2.1. Peer |Is Ful

In this case, the agent will receive connectivity checks fromits
peer. \Wen an agent has received a connectivity check that includes
t he USE- CANDI DATE attribute for each conponent of a nedia stream the
state of I CE processing for that nedia stream noves from Running to
Conmpl eted. When the state of I CE processing for all nedia streans is
Compl eted, the state of |ICE processing overall is Conpleted.
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The lite inplenentation will never itself determine that |CE
processing has failed for a nedia stream rather, the full peer wll
make t hat determi nation and then renove or restart the failed nedia
streamin a subsequent offer.

8.2.2. Peer Is Lite

Once the offer/answer exchange has conpl eted, both agents exam ne
their candi dates and those of its peer. For each nedia stream each
agent pairs up its own candidates with the candi dates of its peer for
that nmedia stream Two candidates are paired up when they are for
the sane conponent, utilize the sane transport protocol (UDP in this
specification), and are fromthe sane IP address fanily (IPv4 or

| Pv6) .

o If there is a single pair per conponent, that pair is added to the
Valid list. If all of the conponents for a nmedia stream had one
pair, the state of I CE processing for that nedia streamis set to
Completed. If all nedia streans are Conpleted, the state of ICE
processing is set to Conpleted overall. This will always be the
case for inplenentations that are | Pv4 only.

o If there is nore than one pair per conponent:

* The agent MJST select a pair based on local policy. Since this
case only arises for IPv6, it is RECOMWMENDED that an agent
foll ow the procedures of RFC 3484 [ RFC3484] to select a single
pair.

* The agent adds the selected pair for each conponent to the
valid list. As described in Section 11.1, this will pernit
nmedia to begin flowing. However, it is possible (and in fact
likely) that both agents have chosen different pairs.

* To reconcile this, the controlling agent MJST send an updat ed
of fer as described in Section 9.1.3, which will include the
renot e- candi dates attri bute.

* The agent MJUST NOT update the state of | CE processing when the
offer is sent. |If this subsequent offer conpletes, the
control ling agent MJST change the state of I CE processing to
Conmpl eted for all nedia streans, and the state of |CE
processing overall to Conpleted. The states for the controlled
agent are set based on the logic in Section 9.2.3.
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8.3. Freeing Candi dates
8.3.1. Full Inplenentation Procedures

The procedures in Section 8 require that an agent continue to listen
for STUN requests and continue to generate triggered checks for a
medi a stream even once processing for that stream conpletes. The
rules in this section describe when it is safe for an agent to cease
sendi ng or receiving checks on a candidate that was not selected by
I CE, and then free the candi date.

When ICE is used with SIP, and an offer is forked to nultiple

reci pients, |ICE proceeds in parallel and independently with each
answerer, all using the sane |ocal candidates. Once |ICE processing
has reached the Conpleted state for all peers for nmedia streans using
t hose candi dates, the agent SHOULD wait an additional three seconds,
and then it MAY cease responding to checks or generating triggered
checks on that candidate. It MAY free the candidate at that tine.
Freei ng of server reflexive candidates is never explicit; it happens
by | ack of a keepalive. The three-second delay handl es cases when
aggressive nomination is used, and the selected pairs can quickly
change after | CE has conpl eted

8.3.2. Lite Inplenmentation Procedures

Alite inplementation MAY free candi dates not selected by |ICE as soon
as | CE processing has reached the Conpleted state for all peers for
all nedia streams using those candi dates.

9. Subsequent O fer/Answer Exchanges

Ei t her agent MAY generate a subsequent offer at any tinme allowed by
RFC 3264 [ RFC3264]. The rules in Section 8 will cause the
controlling agent to send an updated offer at the conclusion of ICE
processi ng when | CE has selected different candidate pairs fromthe
default pairs. This section defines rules for construction of
subsequent offers and answers.

Shoul d a subsequent offer be rejected, |ICE processing continues as if
t he subsequent of fer had never been made.
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9.1. Cenerating the Ofer
9.1.1. Procedures for Al Inplenentations
9.1.1.1. |ICE Restarts

An agent MAY restart | CE processing for an existing nedia stream An
ICE restart, as the nanme inplies, will cause all previous states of

| CE processing to be flushed and checks to start anew. The only

di fference between an ICE restart and a brand new nedia session is
that, during the restart, nmedia can continue to be sent to the
previously validated pair.

An agent MJST restart ICE for a nedia streamif:

o The offer is being generated for the purposes of changing the
target of the nedia stream In other words, if an agent wants to
generate an updated offer that, had I CE not been in use, would
result in a new value for the destination of a nedia conponent.

0 An agent is changing its inplenentation level. This typically
only happens in third party call control use cases, where the
entity performng the signaling is not the entity receiving the
medi a, and it has changed the target of nedia md-session to
another entity that has a different | CE i nplenentation.

These rules inply that setting the |P address in the c line to
0.0.0.0 will cause an ICE restart. Consequently, |CE inplenentations
MUST NOT utilize this mechanismfor call hold, and instead MJST use
a=i nactive and a=sendonly as described in [ RFC3264].

To restart |ICE, an agent MJST change both the ice-pwd and the ice-
ufrag for the media streamin an offer. Note that it is permissible
to use a session-level attribute in one offer, but to provide the
same ice-pwd or ice-ufrag as a nmedia-level attribute in a subsequent
offer. This is not a change in password, just a change in its
representation, and does not cause an |CE restart.

An agent sets the rest of the fields in the SDP for this media stream
as it would in an initial offer of this nedia stream (see

Section 4.3). Consequently, the set of candi dates MAY incl ude sone,
none, or all of the previous candidates for that stream and MAY
include a totally new set of candi dates gathered as described in
Section 4.1.1.
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9.1.1.2. Renobving a Media Stream

If an agent renpves a nmedia stream by setting its port to zero, it
MUST NOT include any candidate attributes for that nmedia stream and
SHOULD NOT include any other ICE-related attributes defined in
Section 15 for that nmedia stream

9.1.1.3. Adding a Media Stream

If an agent wi shes to add a new nedia stream it sets the fields in
the SDP for this nmedia streamas if this was an initial offer for
that nmedia stream (see Section 4.3). This will cause | CE processing
to begin for this nedia stream

9.1.2. Procedures for Full Inplenentations

This section describes additional procedures for ful
i npl enent ati ons, covering existing nmedia streans.

The usernane fragnments, password, and inplenmentation |evel MJST
remain the sanme as used previously. |f an agent needs to change one
of these, it MJST restart ICE for that nedia stream

Addi tional behavi or depends on the state | CE processing for that
nmedi a stream

9.1.2.1. Existing Media Streans with | CE Running

If an agent generates an updated offer including a nedia streamthat
was previously established, and for which I CE checks are in the
Running state, the agent follows the procedures defined here.

An agent MJST include candidate attributes for all |ocal candidates
it had signaled previously for that nedia stream The properties of
that candidate as signaled in SDP -- the priority, foundation, type,
and related transport address -- SHOULD rermain the sane. The IP
address, port, and transport protocol, which fundanentally identify
that candi date, MJUST rermain the sane (if they change, it would be a
new candi date). The conponent |ID MJST renmain the sane. The agent
MAY i nclude additional candidates it did not offer previously, but
which it has gathered since the | ast offer/answer exchange, including
peer reflexive candi dates.

The agent MAY change the default destination for nedia. As with

initial offers, there MJST be a set of candidate attributes in the
of fer matching this default destination
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9.1.2.2. Existing Media Streans with | CE Conpl et ed

If an agent generates an updated offer including a nmedia streamthat
was previously established, and for which I CE checks are in the
Compl eted state, the agent follows the procedures defined here.

The default destination for nedia (i.e., the values of the IP
addresses and ports in the mand c lines used for that nedia strean
MJUST be the local candidate fromthe highest-priority nom nated pair
inthe valid list for each component. This "fixes" the default
destination for nedia to equal the destination |ICE has selected for
nmedi a.

The agent MUST include candidate attributes for candi dates matching
the default destination for each conponent of the nedia stream and
MUST NOT i nclude any ot her candi dates.

In addition, if the agent is controlling, it MJST include the
a=renote-candi dates attribute for each nmedia stream whose check |i st
is in the Conpleted state. The attribute contains the renote

candi dates fromthe highest-priority nonminated pair in the valid |list
for each conponent of that nedia stream It is needed to avoid a
race condition whereby the controlling agent chooses its pairs, but
the updated of fer beats the connectivity checks to the controlled
agent, which doesn’'t even know these pairs are valid, |et alone

sel ected. See Appendix B.6 for elaboration on this race condition

9.1.3. Procedures for Lite Inplenentations
9.1.3.1. Existing Media Streans with | CE Running

This section describes procedures for lite inplenentations for
existing streans for which ICE is running.

Alite inplementation MIUST include all of its candidates for each
conponent of each nedia streamin an a=candidate attribute in any
subsequent offer. These candidates are forned identically to the
procedures for initial offers, as described in Section 4.2.

Alite inplementati on MUST NOT add additional host candidates in a
subsequent offer. |[If an agent needs to offer additional candidates,
it MUST restart |ICE

The usernane fragments, password, and inplenmentation |evel MJST

remain the sanme as used previously. |f an agent needs to change one
of these, it MJST restart ICE for that nedia stream
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9.1.3.2. Existing Media Streans with | CE Conpl et ed

If ICE has conpleted for a nmedia stream the default destination for
that media stream MUST be set to the renote candidate of the

candi date pair for that conponent in the valid list. For alite

i npl enentation, there is always just a single candidate pair in the
valid list for each conponent of a nedia stream Additionally, the
agent MUST include a candidate attribute for each default

desti nati on.

Additionally, if the agent is controlling (which only happens when
both agents are lite), the agent MJIST include the a=renvote-candi dates
attribute for each nmedia stream The attribute contains the renote
candi dates fromthe candidate pairs in the valid list (one pair for
each conponent of each nedia strean).

9.2. Receiving the Ofer and Generating an Answer
9.2.1. Procedures for Al Inplenentations

When receiving a subsequent offer within an existing session, an
agent MUST reapply the verification procedures in Section 5.1 without
regard to the results of verification fromany previous offer/answer
exchanges. Indeed, it is possible that a previous offer/answer
exchange resulted in I CE not being used, but it is used as a
consequence of a subsequent exchange.

9.2.1.1. Detecting |ICE Restart

If the offer contained a change in the a=ice-ufrag or a=ice-pwd
attributes conpared to the previous SDP fromthe peer, it indicates
that ICE is restarting for this media stream |f all media streans
are restarting, then ICE is restarting overall.

If ICEis restarting for a media stream

o The agent MJST change the a=ice-ufrag and a=ice-pwd attributes in
t he answer.

o The agent MAY change its inplenentation |evel in the answer.

An agent sets the rest of the fields in the SDP for this nmedia stream
as it would in an initial answer to this nmedia stream (see

Section 4.3). Consequently, the set of candi dates MAY incl ude sone,
none, or all of the previous candidates for that stream and MAY
include a totally new set of candi dates gathered as described in
Section 4.1.1.
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9.2.1.2. New Media Stream

If the offer contains a new nmedia stream the agent sets the fields
inthe answer as if it had received an initial offer containing that
medi a stream (see Section 4.3). This will cause ICE processing to
begin for this nedia stream

9.2.1.3. Renoved Media Stream

If an offer contains a nedia stream whose port is zero, the agent
MUST NOT include any candidate attributes for that nmedia streamin
its answer and SHOULD NOT include any other ICE-related attributes
defined in Section 15 for that nedia stream

9.2.2. Procedures for Full Inplenentations

Unl ess the agent has detected an ICE restart fromthe offer, the
usernane fragments, password, and inplenentation |evel MJST renain
the sane as used previously. |If an agent needs to change one of
these it MJUST restart ICE for that media stream by generating an
of fer; I CE cannot be restarted in an answer.

Addi tional behaviors depend on the state of |CE processing for that
nedi a stream

9.2.2.1. Existing Media Streans with | CE Running and no renote-
candi dat es

If ICEis running for a nedia stream and the offer for that media
stream | acked the renote-candi dates attri bute, the rules for
construction of the answer are identical to those for the offerer as
described in Section 9.1.2.1.

9.2.2.2. Existing Media Streans with | CE Conpl eted and no renote-
candi dat es

If ICEis Conpleted for a nedia stream and the offer for that nedia
stream | acked the renote-candi dates attribute, the rules for
construction of the answer are identical to those for the offerer as
described in Section 9.1.2.2, except that the answerer MJST NOT

i ncl ude the a=renote-candi dates attri bute in the answer.

9.2.2.3. Existing Media Streans and renot e-candi dat es
A controlled agent will receive an offer with the a=renote-candi dates
attribute for a nmedia streamwhen its peer has concl uded | CE

processing for that nedia stream This attribute is present in the
offer to deal with a race condition between the receipt of the offer
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and the receipt of the Binding response that tells the answerer the
candidate that will be selected by ICE. See Appendix B.6 for an
expl anation of this race condition. Consequently, processing of an
offer with this attribute depends on the w nner of the race.

The agent fornms a candidate pair for each conponent of the nedia
stream by

0 Setting the renpte candidate equal to the offerer’s default
destination for that conmponent (e.g., the contents of the mand c
lines for RTP, and the a=rtcp attribute for RTCP)

0 Setting the local candidate equal to the transport address for
that sanme conponent in the a=renote-candidates attribute in the
of fer.

The agent then sees if each of these candidate pairs is present in
the valid list. |If a particular pair is not in the valid list, the
check has "lost" the race. Call such a pair a "losing pair".

The agent finds all the pairs in the check |ist whose renote
candi dates equal the renmpte candidate in the |losing pair:

o |If none of the pairs are In-Progress, and at |east one is Failed,
it is nost likely that a network failure, such as a network
partition or serious packet |oss, has occurred. The agent SHOULD
generate an answer for this nmedia streamas if the renote-
candi dates attribute had not been present, and then restart |CE
for this stream

o If at least one of the pairs is In-Progress, the agent SHOULD wai t
for those checks to conplete, and as each conpl etes, redo the
processing in this section until there are no |osing pairs.

Once there are no losing pairs, the agent can generate the answer.
It MUST set the default destination for nedia to the candidates in
the renote-candidates attribute fromthe offer (each of which wll
now be the | ocal candidate of a candidate pair in the valid list).
It MUST include a candidate attribute in the answer for each
candidate in the renote-candidates attribute in the offer.

9.2.3. Procedures for Lite Inplenentations
If the received offer contains the renote-candi dates attribute for a

nmedi a stream the agent fornms a candidate pair for each conponent of
the nmedi a stream by:
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0 Setting the renpte candidate equal to the offerer’s default
destination for that conmponent (e.g., the contents of the mand c
lines for RTP, and the a=rtcp attribute for RTCP).

o0 Setting the | ocal candidate equal to the transport address for
that sane conponent in the a=renote-candidates attribute in the
of fer.

It then places those candidates into the Valid list for the nedia
stream The state of ICE processing for that nedia streamis set to
Conpl et ed.

Furthernmore, if the agent believed it was controlling, but the offer
contai ned the renote-candi dates attribute, both agents believe they
are controlling. In this case, both would have sent updated offers
around the sanme time. However, the signaling protocol carrying the
of fer/ answer exchanges will have resolved this glare condition, so
that one agent is always the 'winner’ by having its offer received
before its peer has sent an offer. The w nner takes the role of
controlled, so that the loser (the answerer under consideration in
this section) MJST change its role to controlled. Consequently, if
the agent was going to send an updated offer since, based on the
rules in Section 8.2.2, it was controlling, it no |longer needs to.

Besi des the potential role change, change in the Valid list, and
state changes, the construction of the answer is perforned
identically to the construction of an offer as described in
Section 9.1.3.

9.3. Updating the Check and Valid Lists
9.3.1. Procedures for Full Inplenentations
9.3.1.1. ICE Restarts

The agent MJST renenber the highest-priority nomnated pairs in the
Valid list for each conponent of the nedia stream called the
previous selected pairs, prior to the restart. The agent wll
continue to send nedia using these pairs, as described in

Section 11.1. Once these destinations are noted, the agent MJST
flush the valid and check lists, and then recompute the check |i st
and its states as described in Section 5.7.

9.3.1.2. New Media Stream
If the offer/answer exchange added a new nedia stream the agent MJST

create a new check list for it (and an enpty Valid list to start of
course), as described in Section 5.7.
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9.3.1.3. Renoved Media Stream

If the offer/answer exchange renoved a nedia stream or an answer
rejected an offered nedia stream an agent MJST flush the Valid list
for that nmedia stream It MJST term nate any STUN transactions in
progress for that nedia stream An agent MJST renove the check |i st
for that nedia stream and cancel any pending ordinary checks for it.

9.3.1.4. |ICE Continuing for Existing Media Stream

The valid list is not affected by an updated offer/answer exchange
unless ICE is restarting.

If an agent is in the Running state for that nedia stream the check
list is updated (the check list is irrelevant if the state is
completed). To do that, the agent recomputes the check list using
the procedures described in Section 5.7. |If a pair on the new check
list was also on the previous check list, and its state was Wi ting,
I n- Progress, Succeeded, or Failed, its state is copied over.

O herwise, its state is set to Frozen.

If none of the check lists are active (neaning that the pairs in each
check list are Frozen), the full-nbde agent sets the first pair in
the check list for the first nedia streamto Waiting, and then sets
the state of all other pairs in that check Iist for the sane
conponent ID and with the sanme foundation to Waiting as well.

Next, the agent goes through each check list, starting with the

hi ghest-priority pair. |If a pair has a state of Succeeded, and it
has a conponent ID of 1, then all Frozen pairs in the same check I|ist
with the sane foundati on whose conponent |IDs are not 1 have their
state set to Waiting. |If, for a particular check list, there are
pairs for each conponent of that nmedia streamin the Succeeded state,
the agent noves the state of all Frozen pairs for the first conmponent
of all other nmedia streanms (and thus in different check lists) with
the sane foundation to Waiting.

9.3.2. Procedures for Lite Inplenentations

If ICEis restarting for a media stream the agent MJST start a new
Valid list for that media stream It MJST renenber the pairs in the
previous Valid list for each conponent of the nedia stream called
the previous selected pairs, and continue to send nedia there as
described in Section 11.1. The state of |ICE processing for each
nmedi a stream MJUST change to Running, and the state of |CE processing
MUST change to Runni ng.
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10.

Keepal i ves

Al'l endpoints MJST send keepalives for each nmedia session. These
keepal i ves serve the purpose of keeping NAT bindings alive for the
medi a session. These keepalives MIST be sent regardl ess of whether
the nmedia streamis currently inactive, sendonly, recvonly, or
sendrecv, and regardless of the presence or value of the bandwi dth
attribute. These keepalives MJST be sent even if ICE is not being
utilized for the session at all. The keepalive SHOULD be sent using
a format that is supported by its peer. |CE endpoints allow for
STUN- based keepalives for UDP streans, and as such, STUN keepalives
MUST be used when an agent is a full ICE inplenentation and is
comrmuni cating with a peer that supports ICE (lite or full). An agent
can determine that its peer supports |CE by the presence of

a=candi date attributes for each nedia session. |f the peer does not
support |ICE, the choice of a packet format for keepalives is a matter
of local inmplenentation. A format that allows packets to easily be
sent in the absence of actual nedia content is RECOWENDED. Exanples
of formats that readily neet this goal are RTP No-Op [ NO OP-RTP], and
in cases where both sides support it, RTP confort noise [ RFC3389].

If the peer doesn't support any formats that are particularly well
suited for keepalives, an agent SHOULD send RTP packets with an

i ncorrect version nunber, or sone other formof error that would
cause themto be discarded by the peer.

I f there has been no packet sent on the candidate pair ICE is using
for a nedia conponent for Tr seconds (where packets include those
defined for the component (RTP or RTCP) and previous keepalives), an
agent MJST generate a keepalive on that pair. Tr SHOULD be
configurabl e and SHOULD have a default of 15 seconds. Tr MJST NOT be
configured to |l ess than 15 seconds. Alternatively, if an agent has a
dynanmic way to discover the binding lifetinmes of the intervening
NATs, it can use that value to determine Tr. Administrators
deploying ICE in nore controll ed networking environnents SHOULD set
Tr to the longest duration possible in their environnment.

If STUN is being used for keepalives, a STUN Binding Indication is
used [ RFC5389]. The Indication MJUST NOT utilize any authentication
mechanism |t SHOULD contain the FINGERPRINT attribute to aid in
demul ti pl exi ng, but SHOULD NOT contain any other attributes. It is
used solely to keep the NAT bindings alive. The Binding Indication
is sent using the sane |ocal and renote candi dates that are being
used for nmedia. Though Binding Indications are used for keepalives,
an agent MUST be prepared to receive a connectivity check as well.
If a connectivity check is received, a response is generated as

di scussed in [RFC5389], but there is no inpact on | CE processing

ot herw se.
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11.

11.

11.

An agent MJUST begin the keepalive processing once | CE has sel ected
candi dates for usage with nedia, or nedia begins to flow, whichever
happens first. Keepalives end once the session ternminates or the
medi a streamis renoved

Medi a Handl i ng
1. Sending Media

Procedures for sending nedia differ for full and lite
i npl enent ati ons.

1.1. Procedures for Full Inplenentations

Agents al ways send nedia using a candidate pair, called the selected
candidate pair. An agent will send nmedia to the renpote candidate in
the selected pair (setting the destination address and port of the
packet equal to that renote candidate), and will send it fromthe

| ocal candidate of the selected pair. Wen the local candidate is
server or peer reflexive, nedia is originated fromthe base. Media
sent froma relayed candidate is sent fromthe base through that TURN
server, using procedures defined in [ RFC5766].

If the local candidate is a relayed candidate, it is RECOMVENDED t hat
an agent create a channel on the TURN server towards the renote
candidate. This is done using the procedures for channel creation as
defined in Section 11 of [RFC5766].

The selected pair for a conponent of a nedia streamis

o enpty if the state of the check list for that nmedia streamis
Runni ng, and there is no previous selected pair for that conmponent
due to an ICE restart

0 equal to the previous selected pair for a conponent of a nedia
streamif the state of the check list for that nedia streamis
Runni ng, and there was a previous selected pair for that conmponent
due to an ICE restart

0 equal to the highest-priority nom nated pair for that conponent in
the valid list if the state of the check list is Conpleted

If the selected pair for at |east one conponent of a nedia streamis
enpty, an agent MJST NOT send nedia for any conponent of that media
stream |If the selected pair for each conponent of a nedia stream
has a val ue, an agent MAY send nedia for all conponents of that nedia
stream
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11.

11.

11.

Note that the selected pair for a conponent of a media stream may not
equal the default pair for that same conponent fromthe nost recent
of f er/ answer exchange. \When this happens, the selected pair is used
for media, not the default pair. Wien ICE first conmpletes, if the
selected pairs aren’t a match for the default pairs, the controlling
agent sends an updated of fer/answer exchange to renedy this

di sparity. However, until that updated offer arrives, there will not
be a match. Furthernore, in very unusual cases, the default

candi dates in the updated of fer/answer will not be a match

1.2. Procedures for Lite Inplenentations

Alite inplementation MUST NOT send nedia until it has a Valid list
that contains a candidate pair for each conponent of that nedia
stream Once that happens, the agent MAY begi n sendi ng nedia
packets. To do that, it sends nedia to the renpte candidate in the
pair (setting the destination address and port of the packet equal to
that renote candidate), and will send it fromthe | ocal candi date.

1.3. Procedures for Al Inplenentations

I CE has interactions with jitter buffer adaptation mechanisms. An
RTP stream can begi n using one candi date, and switch to another one,
though this happens rarely with I1CE. The newer candi date nay result
in RTP packets taking a different path through the network -- one
with different delay characteristics. As discussed bel ow, agents are
encouraged to re-adjust jitter buffers when there are changes in
source or destination address of nedia packets. Furthernore, nmany
audi o codecs use the marker bit to signal the beginning of a

tal kspurt, for the purposes of jitter buffer adaptation. For such
codecs, it is RECOMENDED that the sender set the nmarker bit

[ RFC3550] when an agent sw tches transm ssion of nmedia fromone
candi date pair to another

2. Receiving Media

| CE i npl enentati ons MJST be prepared to receive nedia on each
conmponent on any candi dates provided for that conponent in the nost
recent offer/answer exchange (in the case of RTP, this would include
both RTP and RTCP if candi dates were provided for both).

It is RECOWENDED that, when an agent receives an RTP packet with a
new source or destination |IP address for a particular nedia stream
that the agent re-adjust its jitter buffers.

RFC 3550 [ RFC3550] describes an algorithmin Section 8.2 for
det ecti ng synchroni zati on source (SSRC) collisions and | oops. These
algorithns are based, in part, on seeing different source transport
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12.

12.

12.

addresses with the sane SSRC. However, when ICE is used, such
changes will sonetimes occur as the nmedia streams switch between
candi dates. An agent will be able to deternmine that a nmedia stream
is fromthe sanme peer as a consequence of the STUN exchange t hat
proceeds nedia transm ssion. Thus, if there is a change in source
transport address, but the nedia packets cone fromthe sane peer
agent, this SHOULD NOT be treated as an SSRC col li sion.

Usage with SIP
1. Latency Cuidelines

I CE requires a series of STUN-based connectivity checks to take place
bet ween endpoints. These checks start fromthe answerer on
generation of its answer, and start fromthe offerer when it receives
the answer. These checks can take tine to conplete, and as such, the
sel ection of nessages to use with offers and answers can affect
perceived user latency. Two latency figures are of particular
interest. These are the post-pickup delay and the post-dial delay.
The post-pickup delay refers to the tinme between when a user "answers
t he phone" and when any speech they utter can be delivered to the
caller. The post-dial delay refers to the time between when a user
enters the destination address for the user and ringback begins as a
consequence of having successfully started ringing the phone of the
called party.

Two cases can be considered -- one where the offer is present in the
initial INVITE and one where it is in a response.

1.1. Ofer in INVITE

To reduce post-dial delays, it is RECOWENDED that the caller begin
gat hering candidates prior to actually sending its initial |INvVITE
This can be started upon user interface cues that a call is pending,
such as activity on a keypad or the phone goi ng of f hook

If an offer is received in an I NVITE request, the answerer SHOULD
begin to gather its candi dates on recei pt of the offer and then
generate an answer in a provisional response once it has conpl eted
that process. |ICE requires that a provisional response with an SDP
be transmtted reliably. This can be done through the existing
Provi si onal Response Acknow edgnent (PRACK) nechani sm [ RFC3262] or
through an optinization that is specific to ICEE Wth this

optim zation, provisional responses containing an SDP answer that
begi ns | CE processing for one or nore nedia streans can be sent
reliably without RFC 3262. To do this, the agent retransnits the
provi sional response with the exponential backoff tinmers described in
RFC 3262. Retransmits MJST cease on recei pt of a STUN Bi ndi ng
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request for one of the nedia streans signaled in that SDP (because
recei pt of a Binding request indicates the offerer has received the
answer) or on transnission of the answer in a 2xx response. |If the
peer agent is lite, there will never be a STUN Binding request. In
such a case, the agent MJST cease retransnmitting the 18x after
sending it four tinmes (ICE will actually work even if the peer never
recei ves the 18x; however, experience has shown that sending it is

i mportant for mddl eboxes and firewall traversal). |f no Binding
request is received prior to the last retransnit, the agent does not
consi der the session termnated. Despite the fact that the

provi sional response will be delivered reliably, the rules for when
an agent can send an updated offer or answer do not change fromthose
specified in RFC 3262. Specifically, if the INVITE contai ned an

of fer, the same answer appears in all of the 1xx and in the 2xx
response to the INVITEE Only after that 2xx has been sent can an
updat ed of fer/answer exchange occur. This optim zati on SHOULD NOT be
used if both agents support PRACK. Note that the optim zation is
very specific to provisional response carrying answers that start |ICE
processing; it is not a general technique for 1xx reliability.

Alternatively, an agent MAY del ay sending an answer until the 200 OK
however, this results in a poor user experience and is NOT
RECOMVENDED.

Once the answer has been sent, the agent SHOULD begin its
connectivity checks. Once candidate pairs for each conmponent of a
nmedia streamenter the valid list, the answerer can begin sending
medi a on that media stream

However, prior to this point, any nedia that needs to be sent towards
the caller (such as SIP early nmedia [ RFC3960]) MJUST NOT be
transmitted. For this reason, inplenmentations SHOULD del ay al erting
the called party until candidates for each conponent of each nedia
stream have entered the valid list. In the case of a PSTN gat eway,
this would nean that the setup nmessage into the PSTN is del ayed unti
this point. Doing this increases the post-dial delay, but has the
effect of elinmnating 'ghost rings’. Ghost rings are cases where the
called party hears the phone ring, picks up, but hears nothing and
cannot be heard. This technique works w thout requiring support for
or usage of, preconditions [ RFC3312], since it's a localized
decision. It also has the benefit of guaranteeing that not a single
packet of nedia will get clipped, so that post-pickup delay is zero.
If an agent chooses to delay local alerting in this way, it SHOULD
generate a 180 response once alerting begins.
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1.2. O fer in Response

In addition to uses where the offer is in an INVITE, and the answer
is in the provisional and/or 200 OK response, |ICE works with cases
where the offer appears in the response. 1In such cases, which are
common in third party call control [RFC3725], |ICE agents SHOULD
generate their offers in a reliable provisional response (which MJST
utilize RFC 3262), and not alert the user on receipt of the INVITE
The answer will arrive in a PRACK. This allows for |ICE processing to
take place prior to alerting, so that there is no post-pickup del ay,
at the expense of increased call setup delays. Once |ICE conpletes,
the callee can alert the user and then generate a 200 OK when t hey
answer. The 200 OK woul d contain no SDP, since the offer/answer
exchange has conpl et ed

Alternatively, agents MAY place the offer in a 2xx instead (in which
case the answer comes in the ACK). Wen this happens, the callee
will alert the user on receipt of the INVITE, and the | CE exchanges
will take place only after the user answers. This has the effect of
reduci ng call setup delay, but can cause substantial post-pickup

del ays and nedi a cli ppi ng.

2. SIP Option Tags and Medi a Feature Tags

[ RFC5768] specifies a SIP option tag and nedia feature tag for usage
with ICE. I CE inplenmentations using SIP SHOULD support this

speci fication, which uses a feature tag in registrations to
facilitate interoperability through signaling internediaries.

3. Interactions with Forking

ICE interacts very well with forking. Indeed, ICE fixes sonme of the
probl ens associated with forking. Wthout ICE, when a call forks and
the caller receives multiple incomng nmedia streans, it cannot

det erm ne which nmedia stream corresponds to which call ee.

Wth ICE, this problemis resolved. The connectivity checks which
occur prior to transnission of nmedia carry usernanme fragnents, which
inturn are correlated to a specific callee. Subsequent nedia
packets that arrive on the same candidate pair as the connectivity
check will be associated with that same callee. Thus, the caller can
performthis correlation as long as it has received an answer.

4. Interactions with Preconditions
Quality of Service (QS) preconditions, which are defined in RFC 3312

[ RFC3312] and RFC 4032 [ RFC4032], apply only to the transport
addresses listed as the default targets for nedia in an offer/answer.
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If I CE changes the transport address where nedia is received, this
change is reflected in an updated of fer that changes the default
destination for nmedia to match ICE s selection. As such, it appears
like any other re-INVITE would, and is fully treated in RFCs 3312 and
4032, which apply without regard to the fact that the destination for
medi a i s changing due to I CE negotiations occurring "in the

backgr ound".

I ndeed, an agent SHOULD NOT indicate that QoS preconditions have been
met until the checks have conpleted and sel ected the candidate pairs
to be used for nedia.

| CE al so has (purposeful) interactions with connectivity
preconditions [ SDP-PRECON]. Those interactions are described there.
Note that the procedures described in Section 12.1 describe their own
type of "preconditions", albeit with less functionality than those
provided by the explicit preconditions in [SDP-PRECON].

5. Interactions with Third Party Call Contro

| CE works with Flows I, Ill, and IV as described in [RFC3725]. Fl ow
I works without the controller supporting or being aware of |CE

Flow IV will work as long as the controller passes along the ICE
attributes without alteration. Flow Il is fundanentally inconpatible
with | CE; each agent will believe itself to be the answerer and thus
never generate a re-INVITE.

The flows for continued operation, as described in Section 7 of RFC
3725, require additional behavior of ICE inplenentations to support.
In particular, if an agent receives a nid-dialog re-INVITE that
contains no offer, it MJST restart ICE for each nedia stream and go
t hrough the process of gathering new candidates. Furthernore, that
list of candidates SHOULD include the ones currently being used for
medi a.

Rel ati onship with ANAT

RFC 4091 [ RFC4091], the Alternative Network Address Types (ANAT)
Semantics for the SDP grouping framework, and RFC 4092 [ RFC4092], its
usage with SIP, define a nechanismfor indicating that an agent can
support both IPv4 and IPv6 for a nedia stream and it does so by
including two mlines, one for v4 and one for v6. This is simlar to
I CE, which allows for an agent to indicate nultiple transport
addresses using the candidate attribute. However, ANAT relies on
static selection to pick between choices, rather than a dynamnic
connectivity check used by ICE
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This specification deprecates RFC 4091 and RFC 4092. |Instead, agents
wi shing to support dual stack will utilize ICE

Extensi bility Considerations

This specification nakes very specific choices about how both agents
in a session coordinate to arrive at the set of candidate pairs that
are selected for media. It is anticipated that future specifications
will want to alter these algorithnms, whether they are sinple changes
like tiner tweaks or larger changes like a revanp of the priority

al gorithm Wen such a change is nmade, providing interoperability
between the two agents in a session is critical

First, ICE provides the a=ice-options SDP attribute. Each extension
or change to ICE is associated with a token. When an agent
supporting such an extension or change generates an offer or an
answer, it MJIST include the token for that extension in this
attribute. This allows each side to know what the other side is
doing. This attribute MJUST NOT be present if the agent doesn’'t
support any | CE extensions or changes.

At this time, no IANA registry or registration procedures are defined
for these option tags. At tinme of witing, it is unclear whether |ICE
changes and extensions will be sufficiently conmon to warrant a
registry

One of the conplications in achieving interoperability is that |ICE
relies on a distributed algorithmrunning on both agents to converge
on an agreed set of candidate pairs. |If the two agents run different
algorithns, it can be difficult to guarantee convergence on the sane
candidate pairs. The regular nom nation procedure described in
Section 8 elimnates sone of the tight coordination by del egating the
selection algorithmconpletely to the controlling agent.
Consequently, when a controlling agent is comrunicating with a peer
that supports options it doesn’t know about, the agent MJST run a
regul ar nonmination algorithm Wen regular nom nation is used, |ICE
will converge perfectly even when both agents use different pair
prioritization algorithns. One of the keys to such convergence is
triggered checks, which ensure that the nonminated pair is validated
by both agents. Consequently, any future | CE enhancenments MJST
preserve triggered checks.

ICE is also extensible to other nedia streans beyond RTP, and for
transport protocols beyond UDP. Extensions to ICE for non-RTP nedia
streanms need to specify how many conponents they utilize, and assign
component IDs to them starting at 1 for the nost inportant conponent
ID. Specifications for new transport protocols mnust define how, if
at all, various steps in the | CE processing differ from UDP
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G amar
Thi s specification defines seven new SDP attributes -- the
"candi date", "renote-candidates", "ice-lite", "ice-nmsmatch", "ice-
ufrag", "ice-pwd", and "ice-options" attributes.
1. "candidate" Attribute

The candidate attribute is a nedia-level attribute only. It contains
a transport address for a candidate that can be used for connectivity
checks.

The syntax of this attribute is defined using Augnented BNF as
defined in RFC 5234 [ RFC5234]:

candi date-attribute = "candidate" ":" foundation SP conponent-id SP
transport SP
priority SP
connecti on- address SP ; from RFC 4566
port ;port from RFC 4566

SP cand-type

[ SP rel -addr]

[SP rel-port]

*(SP extension-att-nane SP
ext ensi on-att-val ue)

f oundat i on 1*32i ce-char

conmponent -i d = 1*5DIGA T

transport = "UDP" / transport-extension

transport - ext ensi on = token ; from RFC 3261

priority = 1*10DA T

cand-type = "typ" SP candi date-types

candi dat e-t ypes = "host" [/ "srflx" [/ "prflx" [/ "relay" / token
rel - addr = "raddr" SP connecti on-address

rel -port = "rport" SP port

ext ensi on-att - nanme = byte-string ; from RFC 4566

ext ensi on-att-val ue = byte-string

i ce-char ALPHA / DG T /[ "+ [ "I

This grammar encodes the primary information about a candidate: its
| P address, port and transport protocol, and its properties: the
foundation, conponent ID, priority, type, and related transport
addr ess:

<connecti on-address>: is taken from RFC 4566 [ RFC4566]. It is the
| P address of the candidate, allow ng for |Pv4 addresses, |Pv6
addresses, and fully qualified domain names (FQDNs). When parsing
this field, an agent can differentiate an | Pv4 address and an | Pv6
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address by presence of a colon in its value - the presence of a
colon indicates | Pv6. An agent MJIST ignore candidate |ines that

i nclude candidates with | P address versions that are not supported
or recognized. An |IP address SHOULD be used, but an FQDN MAY be
used in place of an IP address. In that case, when receiving an
of fer or answer containing an FQDN i n an a=candi date attri bute,
the FQDN is | ooked up in the DNS first using an AAAA record
(assuning the agent supports IPv6), and if no result is found or
the agent only supports IPv4, using an A. |If the DNS query
returns nore than one | P address, one is chosen, and then used for
the remai nder of | CE processing.

<port>: is also taken from RFC 4566 [ RFC4566]. It is the port of
t he candi date.

<transport>: indicates the transport protocol for the candidate.
This specification only defines UDP. However, extensibility is
provided to allow for future transport protocols to be used with
| CE, such as TCP or the Datagram Congestion Control Protoco
(DCCP) [ RFC4340].

<foundation>: is conposed of 1 to 32 <ice-char>s. It is an
identifier that is equivalent for two candidates that are of the
sanme type, share the sanme base, and cone fromthe sane STUN
server. The foundation is used to optinize |ICE perfornance in the
Frozen al gorithm

<conponent-id> is a positive integer between 1 and 256 t hat
identifies the specific conponent of the nedia streamfor which
this is a candidate. It MJST start at 1 and MJST increnent by 1
for each conponent of a particular candidate. For nedia streans
based on RTP, candidates for the actual RTP nmedia MJST have a
conponent I D of 1, and candidates for RTCP MJUST have a conponent
IDof 2. Oher types of nmedia streans that require nultiple
components MJUST devel op specifications that define the mapping of
conponents to conponent |IDs. See Section 14 for additiona
di scussi on on extending |ICE to new nedia streans.

<priority> is a positive integer between 1 and (2**31 - 1).

<cand-type>: encodes the type of candidate. This specification
defines the values "host", "srflx", "prflx", and "relay" for host,
server reflexive, peer reflexive, and relayed candi dates,
respectively. The set of candidate types is extensible for the
future.
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<rel -addr> and <rel-port>: convey transport addresses related to the
candi date, useful for diagnostics and ot her purposes. <rel-addr>
and <rel -port> MJST be present for server reflexive, peer

reflexive, and relayed candidates. |If a candidate is server or
peer reflexive, <rel-addr> and <rel-port> are equal to the base
for that server or peer reflexive candidate. |If the candidate is

rel ayed, <rel-addr> and <rel-port>is equal to the napped address
in the Allocate response that provided the client with that

rel ayed candi date (see Appendix B.3 for a discussion of its
purpose). |If the candidate is a host candi date, <rel-addr> and
<rel -port> MJIST be omtted.

The candidate attribute can itself be extended. The granmmar all ows
for new nane/value pairs to be added at the end of the attribute. An
i mpl erent ati on MJUST ignore any nane/value pairs it doesn't

under st and.

2. "renote-candi dates" Attribute

The syntax of the "renote-candidates" attribute is defined using
Augnent ed BNF as defined in RFC 5234 [ RFC5234]. The renote-
candidates attribute is a nmedia-level attribute only.

renot e- candi date-att = "renote-candi dates" ":" renote-candi date
0* ( SP renot e- candi dat e)
renot e- candi date = conponent-1D SP connecti on-address SP port

The attribute contains a connection-address and port for each
component. The ordering of conponents is irrelevant. However, a

val ue MUST be present for each conponent of a nmedia stream This
attribute MJUST be included in an offer by a controlling agent for a
nmedia streamthat is Conpleted, and MJUST NOT be included in any other
case.

3. "ice-lite" and "ice-m smatch" Attri butes

The syntax of the "ice-lite" and "ice-m smatch" attributes, both of
which are flags, is:

"ice-lite"
"ice-m smat ch"

ice-lite
ice-m smatch

"ice-lite" is a session-level attribute only, and indicates that an
agent is alite inplenentation. "ice-msmatch" is a nmedia-I|evel
attribute only, and when present in an answer, indicates that the
offer arrived with a default destination for a nmedia conponent that
didn't have a correspondi ng candi date attri bute.
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4. "ice-ufrag" and "ice-pwd" Attributes

The "ice-ufrag" and "ice-pwd" attributes convey the usernane fragnent
and password used by ICE for nessage integrity. Their syntax is:

i ce-pwd-att = "ice-pwd" ":" password
i ce-ufrag-att = "ice-ufrag" ":" ufrag
password = 22*256i ce- char
ufrag = 4*256i ce-char

The "ice-pwd" and "ice-ufrag" attributes can appear at either the
session-level or nedia-level. Wen present in both, the value in the
medi a- 1 evel takes precedence. Thus, the value at the session-I|eve

is effectively a default that applies to all nedia streans, unless
overridden by a nedia-level value. Wether present at the session or
medi a-1 evel, there MJUST be an ice-pwd and ice-ufrag attribute for
each nmedia stream |If two nedia streans have identical ice-ufrag’ s,
they MUST have identical ice-pwd’s.

The ice-ufrag and ice-pwd attri butes MJUST be chosen randomy at the
begi nning of a session. The ice-ufrag attribute MJST contain at

| east 24 bits of randomess, and the ice-pwd attribute MJST contain
at least 128 bits of randommess. This nmeans that the ice-ufrag
attribute will be at least 4 characters long, and the ice-pwd at

| east 22 characters long, since the grammar for these attributes
allows for 6 bits of randommess per character. The attributes MAY be
| onger than 4 and 22 characters, respectively, of course, up to 256
characters. The upper lint allows for buffer sizing in

i npl ementations. Its large upper limt allows for increased anounts
of randommess to be added over tine.

5. "ice-options" Attribute
The "ice-options” attribute is a session-level attribute. It

contains a series of tokens that identify the options supported by
the agent. Its grammar is:

i ce-options "ice-options" ":" ice-option-tag
0*(SP ice-option-tag)

i ce-option-tag = 1*ice-char
Setting Ta and RTO

During the gathering phase of ICE (Section 4.1.1) and while ICE is
perform ng connectivity checks (Section 7), an agent sends STUN and
TURN transactions. These transactions are paced at a rate of one
every Ta mlliseconds, and utilize a specific RTO. This section
descri bes how the val ues of Ta and RTO are conputed. This
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conput ati on depends on whether ICE is being used with a real-tine
medi a stream (such as RTP) or sonething else. Wen ICE is used for a
streamwi th a known maxi mum bandwi dth, the conputation in

Section 16.1 MAY be followed to rate-control the |ICE exchanges. For
all other streams, the conputation in Section 16.2 MJST be foll owed.

1. RTP Media Streans

The val ues of RTO and Ta change during the lifetine of |CE
processing. One set of values applies during the gathering phase,
and the other, for connectivity checks.

The val ue of Ta SHOULD be confi gurable, and SHOULD have a default of:

For each nedia streami:

Ta_i = (stun_packet_size / rtp_packet_size) * rtp_ptine
1
Ta = MAX (20mB, ------------------- )
k
\ 1
> T,
/ Ta_i
i =1

where k is the nunber of nedia streans. During the gathering phase
Ta is conputed based on the nunber of nedia streans the agent has
indicated in its offer or answer, and the RTP packet size and RTP
ptine are those of the nost preferred codec for each nmedia stream
Once an of fer and answer have been exchanged, the agent reconputes Ta
to pace the connectivity checks. |In that case, the value of Ta is
based on the nunber of nedia streams that will actually be used in
the session, and the RTP packet size and RTP ptine are those of the
nost preferred codec with which the agent will send.

In addition, the retransmi ssion tinmer for the STUN transactions, RTQ
defined in [ RFC5389], SHOULD be configurable and during the gathering
phase, SHOULD have a default of:

RTO = MAX (100nms, Ta * (nunber of pairs))

where the nunber of pairs refers to the nunber of pairs of candi dates
with STUN or TURN servers
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For connectivity checks, RTO SHOULD be configurable and SHOULD have a
default of:

RTO = MAX (100ms, Ta*N * (Num WAiting + Num I n-Progress))

where NumrWAiting is the nunber of checks in the check list in the
Waiting state, and Num|In-Progress is the number of checks in the In-
Progress state. Note that the RTOw Il be different for each
transaction as the nunber of checks in the Waiting and | n-Progress
states change

These fornul as are ained at causing STUN transactions to be paced at
the sane rate as nmedia. This ensures that ICE will work properly
under the sane network conditions needed to support the nedia as
wel . See Appendix B.1 for additional discussion and notivations.
Because of this pacing, it will take a certain amount of tinme to
obtain all of the server reflexive and rel ayed candi dat es.

| mpl enent ati ons should be aware of the tinme required to do this, and
if the application requires a tine budget, lint the nunber of
candi dat es that are gathered.

The formulas result in a behavior whereby an agent will send its
first packet for every single connectivity check before performng a
retransmt. This can be seen in the fornulas for the RTO (which
represents the retransmt interval). Those fornmulas scale with N

t he nunber of checks to be perfornmed. As a result of this, ICE

mai ntains a nicely constant rate, but becomes nore sensitive to
packet |loss. The loss of the first single packet for any
connectivity check is likely to cause that pair to take a long time
to be validated, and instead, a lower-priority check (but one for

whi ch there was no packet loss) is nuch nore likely to conplete
first. This results in ICE perform ng sub-optinmally, choosing | ower-
priority pairs over higher-priority pairs. |Inplenmentors should be
aware of this consequence, but still should utilize the timer val ues
descri bed here.

2. Non-RTP Sessi ons

In cases where ICE is used to establish sone kind of session that is
not real tine, and has no fixed rate associated with it that is known
to work on the network in which ICE is deployed, Ta and RTO revert to
nore conservative values. Ta SHOULD be configurabl e, SHOULD have a
default of 500 ns, and MJST NOT be configurable to be I ess than 500
ns.

In addition, the retransm ssion tiner for the STUN transactions, RTO
SHOULD be configurable and during the gathering phase, SHOULD have a
def aul t of:
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RTO = MAX (500nms, Ta * (nunber of pairs))

where the nunber of pairs refers to the nunber of pairs of candi dates
with STUN or TURN servers

For connectivity checks, RTO SHOULD be configurabl e and SHOULD have a
defaul t of:

RTO = MAX (500nms, Ta*N * (Num WAiting + Num I n-Progress))
17. Exanple

The exanple is based on the sinplified topology of Figure 8.

Fo-o - +
| |
| STUN
| Srvr|
- +
|
o e e ee o eoaao - +
| |
| I nt er net |
| |
| |
o e e eee o eaaao - +
| |
| |
e e oo - + |
|  NAT | |
S RS + |
| |
| |
| |
+--- - - + +--- - - +
| | | |
| L | | R |
| | | |
oo - + oo - +

Fi gure 8: Exanpl e Topol ogy

Two agents, L and R, are using ICE. Both are full-node |ICE

i mpl enent ati ons and use aggressive nomi nati on when they are
controlling. Both agents have a single |IPv4 address. For agent L,
it is 10.0.1.1 in private address space [RFC1918], and for agent R
192.0.2.1 on the public Internet. Both are configured with the sane
STUN server (shown in this exanple for sinplicity, although in
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practice the agents do not need to use the sane STUN server), which
is listening for STUN Binding requests at an | P address of 192.0.2.2
and port 3478. TURN servers are not used in this exanple. Agent L
is behind a NAT, and agent Ris on the public Internet. The NAT has
an endpoi nt independent mappi ng property and an address dependent
filtering property. The public side of the NAT has an | P address of
192.0. 2. 3.

To facilitate understanding, transport addresses are |listed using
vari abl es that have mmenoni ¢ names. The format of the name is
entity-type-seqno, where entity refers to the entity whose | P address
the transport address is on, and is one of "L", "R', "STUN', or
"NAT". The type is either "PUB" for transport addresses that are
public, and "PRI V' for transport addresses that are private.
Finally, seg-no is a sequence nunber that is different for each
transport address of the sane type on a particular entity. Each
vari abl e has an I P address and port, denoted by varnane.|P and
var name. PORT, respectively, where varnane is the nanme of the

vari abl e.

The STUN server has advertised transport address STUN-PUB-1 (which is
192.0.2.2:3478).

In the call flow itself, STUN nessages are annotated with severa
attributes. The "S=" attribute indicates the source transport
address of the nmessage. The "D=" attribute indicates the destination
transport address of the nmessage. The "MA=" attribute is used in
STUN Bi ndi ng response nessages and refers to the mapped address.

"USE- CAND" inplies the presence of the USE- CANDI DATE attri bute.

The call flow exanples onmt STUN aut hentication operations and RTCP
and focus on RTP for a single nedia stream between two ful
i mpl erent ati ons.

L NAT STUN R
| RTP STUN al | oc.
| (1) STUN Req

| |

| | |

| S=$L-PRIV-1 | | |
| D=$STUN- PUB- 1 | | |
| <o m e > | |
| | (2) STUN Req | |
| | SS$NAT- PUB-1 | |
| | D=$STUN- PUB- 1 | |
| | |

Rosenberg St andards Track [ Page 80]



RFC 5245

Rosenberg

| (4) STUN Res

| S=$STUN- PUB- 1
| D=$L- PRI V- 1

| MA=$NAT- PUB- 1

| (10) Bind Req
| S=$L- PRI V-1

| D=$R- PUB- 1

| USE- CAND

I CE

| (3) STUN Res
| S=$STUN- PUB- 1
| D=$NAT- PUB- 1
| MA=SNAT- PUB- 1
K e e e e e - - -

| (9) Bind Req
| S=$R- PUB- 1
| D=L- PRI V-1

|
| Dr opped
|
|
|
|
|

| (11) Bind Req
| S=$NAT- PUB- 1

| D=$R- PUB- 1

| USE- CAND

| (12) Bind Res
| S=$R- PUB- 1

| D=$NAT- PUB- 1

| MA=$NAT- PUB- 1

| (6) STUN Req |
| SS$R-PUB-1 |
| D=$STUN- PUB- 1 |

| (7) STUN Res |
| S=S$STUN- PUB- 1 |
| D=$R- PUB- 1 |
| MA=$R- PUB- 1 |
|
|

| | Connectivity
| | Checks

St andards Track
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(13) Bind Res | | |
S=$R- PUB- 1 | | |
D=$L- PRI V-1 | | |
MA=$NAT- PUB- 1 | |
SRDREREEEEE | | |
RTP fl ows | | |
| (14) Bind Req |
| S=$R- PUB- 1 | |
| D=$NAT- PUB-1 | |
| <o |
(15) Bind Req | | |
S=$R- PUB- 1 | | |
D=$L- PRI V-1 | | |
oo | | |
(16) Bind Res | | |
S=$L- PRI V-1 | | |
D=$R- PUB- 1 | | |
MA=$R- PUB- 1 | | |
------------- >| | |
| (17) Bind Res |
| S=$NAT- PUB-1 | |
| D=$R- PUB- 1 | |
| MA=$R- PUB- 1 | |
R EEEE R >
| | | RTP fl ows
Fi gure 9: Exanple Fl ow
First, agent L obtains a host candidate fromits |local |IP address

(not shown), and fromthat, sends a STUN Bi ndi ng request to the STUN

server to get a server reflexive candi date (nmessages 1-4).
that the NAT has the address and port

Recal

i ndependent mappi ng property.

Here, it creates a binding of NAT-PUB-1 for this UDP request, and
this becones the server refl exive candi date for RTP.

Agent L sets a type preference of 126 for the host candi date and 100
for the server reflexive. The local preference is 65535.
this, the priority of the host candidate is 2130706431 and for the

server reflexive candidate is 1694498815.
assigned a foundation of 1, and the server refl exive,

Based on

The host candidate is
a foundati on of

2. It chooses its server reflexive candidate as the default
and encodes it into the mand c lines. The resulting
of fer (message 5) looks like (lines folded for clarity):

candi dat e,

Rosenberg

St andards Track
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v=0

0=j doe 2890844526 2890842807 IN I P4 $L-PRIV-1.1P

S=

c=I N | P4 $NAT-PUB-1.IP

t=0 0

a=i ce- pwd: asd88f gpdd777uzj YhagZg

a=i ce- ufrag: 8hhy

mraudi o $NAT- PUB- 1. PORT RTP/ AVP 0

b=RS: 0

b=RR 0

a=rtpmap: 0 PCMJ 8000

a=candidate:1 1 UDP 2130706431 $L-PRIV-1.1P $L-PRI V-1. PORT typ
host

a=candidate:2 1 UDP 1694498815 $NAT- PUB- 1. | P $NAT- PUB- 1. PORT typ
srflx raddr $L-PRIV-1.1P rport $L-PRIV-1. PORT

The offer, with the variables replaced with their values, will |ook
like (lines folded for clarity):

v=0

0=j doe 2890844526 2890842807 IN I P4 10.0.1.1

S=

c=INIP4 192.0.2.3

t=0 0

a=i ce- pwd: asd88f gpdd777uzj YhagZg

a=i ce- ufrag: 8hhY

mraudi o 45664 RTP/ AVP 0

b=RS: 0

b=RR: 0

a=rtpmap: 0 PCMJ 8000

a=candi date: 1 1 UDP 2130706431 10.0.1.1 8998 typ host

a=candi date:2 1 UDP 1694498815 192.0.2.3 45664 typ srflx raddr
10.0.1.1 rport 8998

This offer is received at agent R Agent Rwill obtain a host
candidate, and fromit, obtain a server reflexive candi date (nessages
6-7). Since Ris not behind a NAT, this candidate is identical to
its host candidate, and they share the sane base. It therefore

di scards this redundant candi date and ends up with a single host
candidate. Wth identical type and | ocal preferences as L, the
priority for this candidate is 2130706431. It chooses a foundation
of 1 for its single candidate. |Its resulting answer |ooks |ike:
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v=0

o=bob 2808844564 2808844564 IN | P4 $R-PUB-1.1P
S:

c=INIP4 $R-PUB-1.IP

t=0 0

a=i ce- pwd: YH75Fvi y6338Vbr hr| p8Yh

a=i ce- ufrag: 9uB6

mFaudi o $R- PUB- 1. PORT RTP/ AVP 0

b=RS: 0

b=RR: 0

a=rtpmap: 0 PCMJ 8000

a=candidate:1 1 UDP 2130706431 $R-PUB-1.1P $R-PUB-1. PORT typ host

Wth the variables filled in:

v=0

o=bob 2808844564 2808844564 IN | P4 192.0.2.1
S=

c=INIP4 192.0.2.1

t=0 0

a=i ce- pwd: YH75Fvi y6338Vbr hr | p8Yh

a=i ce- uf rag: 9uB6

mraudi 0 3478 RTP/ AVP 0O

b=RS: 0

b=RR: 0

a=rtpmap: 0 PCMJ 8000

a=candidate: 1 1 UDP 2130706431 192.0.2.1 3478 typ host

Since neither side indicated that it is lite, the agent that sent the
of fer that began | CE processing (agent L) becones the controlling
agent.

Agents L and R both pair up the candidates. They both initially have
two pairs. However, agent L will prune the pair containing its
server reflexive candidate, resulting in just one. At agent L, this
pair has a |local candidate of $L_PRIV_1 and renote candi date of

$R PUB_1, and has a candidate pair priority of 4.57566E+18 (note that
an inplenentation would represent this as a 64-bit integer so as not
to lose precision). At agent R there are two pairs. The highest
priority has a local candidate of $R PUB_1 and renote candi date of
$L_PRIV_1 and has a priority of 4.57566E+18, and the second has a

| ocal candidate of $R PUB 1 and renote candi date of $NAT PUB 1 and
priority 3.63891E+18.

Agent R begins its connectivity check (message 9) for the first pair

(between the two host candidates). Since Ris the controlled agent
for this session, the check omts the USE- CANDI DATE attribute. The
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18.

host candidate fromagent L is private and behind a NAT, and thus
this check won't be successful, because the packet cannot be routed
fromR to L.

When agent L gets the answer, it perfornms its one and only
connectivity check (nmessages 10-13). It inplenents the aggressive
nom nation algorithm and thus includes a USE- CANDI DATE attribute in
this check. Since the check succeeds, agent L creates a new pair,
whose | ocal candidate is fromthe mapped address in the Binding
response (NAT-PUB-1 from nessage 13) and whose renote candidate is
the destination of the request (R-PUB-1 fromnessage 10). This is
added to the valid list. |In addition, it is narked as selected since
the Bi ndi ng request contai ned the USE- CANDI DATE attri bute. Since
there is a selected candidate in the Valid list for the one conponent
of this nmedia stream |CE processing for this streamnoves into the
Conmpl eted state. Agent L can now send nedia if it so chooses.

Soon after receipt of the STUN Bi nding request from agent L (nessage
11), agent R will generate its triggered check. This check happens
to match the next one on its check list -- fromits host candidate to
agent L's server reflexive candidate. This check (nessages 14-17)
will succeed. Consequently, agent R constructs a new candi date pair
usi ng the mapped address fromthe response as the | ocal candidate
(R-PUB-1) and the destination of the request (NAT-PUB-1) as the
renote candidate. This pair is added to the Valid list for that
medi a stream Since the check was generated in the reverse direction
of a check that contained the USE- CANDI DATE attribute, the candidate
pair is marked as sel ected. Consequently, processing for this stream
nmoves into the Conpleted state, and agent R can al so send nedi a.

Security Considerations

There are several types of attacks possible in an I CE system This
section considers these attacks and their counterneasures. These
count er reasur es i ncl ude:

0o Using ICE in conjunction with secure signaling techniques, such as
Sl PS.

o Limting the total number of connectivity checks to 100, and
optionally limting the nunber of candidates they’' Il accept in an
of fer or answer.
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1. Attacks on Connectivity Checks

An attacker might attenpt to disrupt the STUN connectivity checks.
Utimately, all of these attacks fool an agent into thinking

somet hi ng i ncorrect about the results of the connectivity checks.
The possi ble fal se conclusions an attacker can try and cause are:

Fal se Invalid: An attacker can fool a pair of agents into thinking a
candidate pair is invalid, when it isn't. This can be used to
cause an agent to prefer a different candidate (such as one
injected by the attacker) or to disrupt a call by forcing al
candi dates to fail.

Fal se Valid: An attacker can fool a pair of agents into thinking a
candidate pair is valid, when it isn't. This can cause an agent
to proceed with a session, but then not be able to receive any

medi a.

Fal se Peer Reflexive Candidate: An attacker can cause an agent to
di scover a new peer reflexive candidate, when it shouldn’t have.
This can be used to redirect nedia streanms to a Deni al - of - Servi ce
(DoS) target or to the attacker, for eavesdropping or other

pur poses.

Fal se Valid on Fal se Candidate: An attacker has al ready convinced an
agent that there is a candidate with an address that doesn’t
actually route to that agent (for exanple, by injecting a fal se
peer reflexive candidate or fal se server reflexive candidate). It
must then launch an attack that forces the agents to believe that

this candidate is valid.

If an attacker can cause a false peer reflexive candidate or false
valid on a fal se candidate, it can launch any of the attacks
described in [ RFC5389].

To force the false invalid result, the attacker has to wait for the
connectivity check fromone of the agents to be sent. Wen it is,
the attacker needs to inject a fake response with an unrecoverabl e
error response, such as a 400. However, since the candidate is, in
fact, valid, the original request may reach the peer agent, and
result in a success response. The attacker needs to force this
packet or its response to be dropped, through a DoS attack, |ayer 2
networ k di sruption, or other technique. |If it doesn't do this, the
success response will also reach the originator, alerting it to a
possi bl e attack. Fortunately, this attack is nmitigated conpletely
t hrough the STUN short-termcredential mechanism The attacker needs
to inject a fake response, and in order for this response to be
processed, the attacker needs the password. |f the offer/answer
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signaling is secured, the attacker will not have the password and its
response wll be discarded.

Forcing the fake valid result works in a simlar way. The agent
needs to wait for the Binding request fromeach agent, and inject a
fake success response. The attacker won't need to worry about

di srupting the actual response since, if the candidate is not valid,
it presumably woul dn’t be received anyway. However, like the fake
invalid attack, this attack is nitigated by the STUN short-term
credential mechanismin conjunction with a secure of fer/answer
exchange.

Forcing the fal se peer reflexive candidate result can be done either
with fake requests or responses, or with replays. W consider the
fake requests and responses case first. It requires the attacker to
send a Binding request to one agent with a source | P address and port
for the false candidate. In addition, the attacker nust wait for a
Bi ndi ng request fromthe other agent, and generate a fake response
with a XOR- MAPPED- ADDRESS attribute containing the fal se candi date.
Li ke the other attacks described here, this attack is mtigated by
the STUN nessage integrity nechani sns and secure of fer/answer
exchanges.

Forcing the fal se peer reflexive candidate result with packet replays
is different. The attacker waits until one of the agents sends a
check. It intercepts this request, and replays it towards the other
agent with a faked source IP address. It nust also prevent the
original request fromreaching the renote agent, either by | aunching
a DoS attack to cause the packet to be dropped, or forcing it to be
dropped using | ayer 2 nechanisns. The replayed packet is received at
the other agent, and accepted, since the integrity check passes (the
integrity check cannot and does not cover the source |P address and
port). It is then responded to. This response will contain a XOR-
MAPPED- ADDRESS with the fal se candidate, and will be sent to that

fal se candidate. The attacker nmust then receive it and relay it
towards the originator.

The other agent will then initiate a connectivity check towards that
fal se candidate. This validation needs to succeed. This requires
the attacker to force a false valid on a false candidate. Injecting
of fake requests or responses to achieve this goal is prevented using
the integrity nmechani sns of STUN and the of fer